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A92004: QUANTITATIVE ANALYSIS FOR BUSINESS DECISIONS

Course Objectives:
[ Toimpart knowledge of basic tools of Operations research in solving themanagement problemsusing
mathematical approaches for decision making.
To teach the methods of solving Linear Programming Problems.
To impart knowledge on assignment model and transportation problem.
To impart knowledge on the significance of decision tree and Network analysis.
To highlight the importance of Queuing Theory.

G 0 I |

Course Outcomes: Students will be able to:

Understand the origin and application of operations research.

Learn about the Formulation of Linear Programming Problem for different areas.

71 appreciate the significance of variations of assignment problem, methods for finding Initialfeasible
solution.

1 Learn the aspects of Decision Theory and Network Analysis

1 Gaininsights of the theoretical principles and practical applications of different queuing models.

Ll

Unit = I: Introduction to Operations Research: Nature and Scope of Operations Research: Origins of OR,
Applications of OR in different Managerial Areas, Problem Solving and Decision-making, Quantitative and
Qualitative Analysis. Defining a Model, Types of Models, Process for Developing an Operations Research
Maodel, Practices, Opportunities and Shortcomings of using an OR Model.

Unit = Il: Linear Programming Method: Structure of LPP, Assumptions of LPP, Application Areas of LPP,
Guidelines for Formulation of LPP, Formulation of LPP for Different Areas, Solving of LPP by Graphical Method:
Extreme Point Method, Simplex Method, Converting Primal LPP to Dual LPP, Limitations of LPP.

Unit = lII: Assignment Model: Algorithm for Solving Assignment Model, Hungarians Method for SolvingAssignment
Problem, Variations of Assignment Problem: Multiple Optimal Solutions, Maximization Casein Assignment Problem,
Unbalanced Assignment Problem, Travelling Salesman Problem, Simplex Method for Solving Assignment
Problem.

Transportation Problem: Mathematical Model of Transportation Problem, Methods for Finding Initial Feasible
Solution: Morthwest Comer Method, Least Cost Method, Vogels Approximation Method, Test of Optimality by
Modi Method, Unbalanced Supply and Demand, Degeneracy and its Resolution.

Unit — IV: Decision Theory: Introduction, Ingredients of Decision Problems. Decision-making under Uncertainty,
Cost of Uncertainty Under Risk, Under Perfect Information, Decision Tree, Construction ofDecision Tree.

Network Analysis: Network Diagram, PERT, CPM, Critical Path Determination, Project Completion Time, Project
Crashing.

Unit — V: Queuing Theory: Queuing Structure and Basic Component of a Queuing Model, Distributionsin Queuing
Model, Different Queuing Models with FCFS, Queue Discipline, Single and Multiple ServiceStation with Finite and
Infinite Population. Game Theory, Suddle Point, Value of the Game.

Suggested Readings:

J1  MikWisniewski, Dr Farhad Shafti, Quantiative Analysis for Decision Makers, Pearson,7e,2019.

1 Miguel Angel Canela, Inés Alegre, Alberto Ibarra ,Quantiative Methods for Management: A Practical
Approach, Springer International Publishing,1e,2019.

James E. Sallis, Geir Gripsrud, Ulf Henning Olsson, Ragnhild Silkoset ,Research Methods and Data
Analysis for Business Decisions: A Primer Using SPSS, Springer International Publising, 1e,2021.

R. Pannerselvam, Operations Research, Prentice Hall International, 3e, 2015.

MN.V.5.Raju,Operations Research: Theory and Practice, CRC Press,2020.

R. Pannerselvam, Operations Research, Prentice Hall International, 3e, 2015

J.K. Sharma, Operations Research: Theory Dand applications, Macmillian,5e, 2013.
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Timetable
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Vision of the Institute

To be a premier Institute in the country and region for the study of Engineering, Technology and
Management by maintaining high academic standards which promotes the analytical thinking and
independent judgment among the prime stakeholders, enabling them to function responsibly in the
globalized society.

Mission of thelnstitute

To be aworld-class Institute, achieving excellence in teaching, research and consultancy in cutting-edge
Technologies and be in the service of society in promoting continued education in Engineering,
Technology and Management.

Quality Policy

To ensure high standards in imparting professional education by providing world-class infrastructure, top-
quality-faculty and decent work culture to sculpt the students into Socially Responsible Professionals
through creative team-work, innovation and research

Vision of the Department
To impart technical knowledge and skills required to succeed in life, career and help society to achieve self
sufficiency.

Mission of the Department

e To become an internationally leading department for higher learning.

e To build upon the culture and values of universal science and contemporary education.

e To be acenter of research and education generating knowledge and technologies which lay groundwork
in shaping the future in the fields of electrical and electronics engineering.

e To develop partnership with industrial, R&D and government agencies and actively participate in
conferences, technical and community activities.
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Program Educational Objectives (MBA)

Graduates will be able

PEOL: To teach the fundamental key elements of a business organization and providing theoretical
knowledge and practical approach to various functional areas of management

PEO2: To develop analytical skillsto identify the link between the management practices in the functional
areas of an organization and research culture in business environment.

PEOS3: To provide insights on latest technology, business communication, management concepts to build
team work and leadership skills within them and aimed at self- actualization and realization of ethical
practices.

PSO’S

PSO1: Empowering the students adept in business management practices and approaches in obtaining
solutions.

PSO2: An ability to analyze a problem with innovative & creative skills and execute the managerial tasks
in national and global perspectives with professional integrity& An admirable enduring competency to
function in an interdisciplinary work environment, excellent interpersonal skills as ateam leader in
recognition of professional ethics and social responsibility and management research skills.

Program Outcomes (MBA)
At the end of the Program, a graduate will have the ability

PO 1: To gain the knowledge on various concepts of business management and approaches.

PO 2: To understand and analyze the interconnections between the development of key

functional areas of business organization and the management thought process.

PO 3: To recognize and adapt to the opportunities available and face the challenges in the national and
global business.

PO 4. To possess analytical skillsto carry out research in the field of management.

PO 5: To acquire team management skills to become a competent leader, who possesses complex and
integrated real world skills.

PO 6: To be ethically conscious and socially responsible managers, capable of contributing to the
development of the nation and quality of life.

PO 7: To develop a systematic understanding of changes in business environment.

PO 8: To understand professional integrity.

PO 9: An ability to use information and knowledge effectively.

PO 10: To analyze a problem and use the appropriate managerial skills for obtaining its solution.

PO 11: To understand a various legal Acts in business.

PO 12: To build a successful career and immediate placement
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COURSE OBJECTIVES

On completion of this Subject/Course the student shall be able to:

S.No Objectives

1 | Toimpart knowledge of basic tools of Operations research in solving the
management problems using mathematical approaches for decision making.
2 | Toteach the methods of solving Linear Programming Problems.

3 | Toimpart knowledge on assignment model and transportation problem

4 | Toimpart knowledge on the significance of decision tree and Network analysis.

5 | To highlight the importance of Queuing Theory.

COURSE OUTCOMES

The expected outcomes of the Course/Subject are:

S.No Outcomes

1. To Understand the origin and application of operations research.

2. To Learn about the Formulation of Linear Programming Problem for different areas.
3. To Appreciate the significance of variations of assignment problem, methods for

finding Initial feasible solution.
4. To Learn the aspects of Decision Theory and Network Analysis

5. To Gain insights of the theoretical principles and practical applications of different
gueuing models.

Signature of faculty

Note: Please refer to Bloom’s Taxonomy, to know the illustrative verbs that can be used to state the outcomes.
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GUIDELINESTO STUDY THE COURSE / SUBJECT

Course Design and Delivery System (CDD):
e The Course syllabus is written into number of learning objectives and outcomes.
e Every student will be given an assessment plan, criteria for assessment, scheme of evaluation and
grading method.
e TheLearning Process will be carried out through assessments of Knowledge, Skills and Attitude by
various methods and the students will be given guidance to refer to the text books, reference books,
journals, etc.

The faculty be ableto —

Understand the principles of Learning

Understand the psychology of students

Develop instructional objectives for a given topic

Prepare course, unit and lesson plans

Understand different methods of teaching and learning

Use appropriate teaching and learning aids

Plan and deliver lectures effectively

Provide feedback to students using various methods of Assessments and tools of Evaluation
Act as aguide, advisor, counselor, facilitator, motivator and not just as ateacher alone

Signature of HOD Signature of faculty

Date: Date:



Course File

Department of Master of Business Administration

COURSE SCHEDULE

The Schedule for the whole Course / Subject is:
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S. No.

Description

Duration (Date)

From

To

Total No.
of Periods

Unit — I: Introduction to Operations Research: Nature
and Scope of Operations Research: Origins of OR,
Applications of OR in different Managerial Areas,
Problem Solving and Decision-making, Quantitative and
Qualitative Analysis. Defining a Model, Types of
Models and Process for Developing an Operations
Research Model, Practices, Opportunities and
Shortcomings of using an OR Model.

06.03.2024

18.03.2024

Unit — II: Linear Programming Method: Structure of
LPP, Assumptions of LPP, Application Areas of LPP,
Guidelines for Formulation of LPP, Formulation of LPP
for Different Areas, Solving of LPP by Graphical
Method: Extreme Point Method, Simplex Method,
Converting Primal LPP to Dual LPP, Limitations of
LPP.

19.03.2024

20.04.2024

21

Unit — I11: Assignment Model: Algorithm for Solving
Assignment Model, Hungarians Method for Solving
Assignment Problem, Variations of Assignment
Problem: Multiple Optimal Solutions, Maximization
Casein Assignment Problem, Unbalanced Assignment
Problem, Travelling Salesman Problem, Simplex
Method for Solving Assignment Problem.
Transportation Problem: Mathematical Model of
Transportation Problem, Methods for Finding Initial
Feasible Solution: Northwest Corner Method, Least
Cost Method, Vogel’s Approximation Method, Test of
Optimality by Modi Method, Unbalanced Supply and
Demand, Degeneracy and its resolution.

23.04.2024

14.05.2024

12

Unit — IV: Decision Theory: Introduction, Ingredients of
Decision Problems. Decision-making under Uncertainty
Cost of Uncertainty Under Risk, Under Perfect
Information, Decision Tree, Construction of Decision
Tree. Network Analysis. Network Diagram, PERT,
CPM, Critical Path Determination, Project Completion
Time, Project Crashing.

15.05.2024

14.06.2024

14

Unit — V: Queuing Theory: Queuing Structure and Basic

15.06.2024

06.07.2024

18

10
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Component of a Queuing Model, Distributionsin
Queuing Model, Different Queuing Models with FCFS,
Queue Discipline, Single and Multiple Service Station
with Finite and Infinite Population. Game Theory,
Saddle Point, Vaue of the Game incidence at a plane
dielectric boundary

Total No. of Instructional periods available for the course: 73 Hours

11
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SCHEDULE OF INSTRUCTIONS - COURSE PLAN
Objectives
. References
Unit | Lesson No. of . . &
No. No. Date Periods Topics/ Sub-Topics Outcomes (Textbook,
Journal)
Nos.
Introduc:gse';cig‘p.)eratlons 1 J.K. Sharma,
1 07.03.2024 1 Nature and Scope of 2 Olf;r:;clrzas
Operations Research
Origins of OR, J.K. Sharma,
Applications of OR in 1 Operations
2 11.03.2024 1 different Managerial 2 Research
Areas,
. J.K. Sharma,
3 12.03.2024 1 PrObl.em Solvi ng and 1 Operations
Decision-making, 1
Research
J.K. Sharma,
1 4 13.03.2024 1 Quantitative Analysis 1 Operations
' Research
1 J.K. Sharma,
5 14.03.2024 1 Qualitative Analysis 1 Operations
Research
. J.K. Sharma,
6 15.03.2024 1 Defining a Model, Types of L Operations
Models 2
Research
Process for Developing an 1 J.K. Sharma,
7 16.03.2024 1 Operations Research 1 Operations
Model Research
Practices, Opportunities 1 J.K. Sharma,
8 18.03.2024 1 and Shortcomings of using 3 Operations
an OR Model. Research
Linear Programming J.K. Sharma,
Method: Operations
1 19.03.2024 1 Structure of LPP, 2 Research
Assumptions of LPP
5 J.K. Sharma,
2 20.03.2024 1 Application Areas of LPP 1 Operations
Research
Guidelines for Formulation 2
2.
3 21.03.2024 1 of LPP 1
J.K. Sharma,
4 | 22,2326827.032024 | 4 Formulation of LPP for 2 Operations
Different Areas, 4 Research
. 28.30.03.2024 ; GSoIer?g ?T\/Iipfhb\é. , J.K. Sha'rma,
01.04.2024 rapnica ‘ €thoa: Operations
Extreme Point Method 3

12
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Research
> J.K. Sharma,
6 02,03,04.04.2024 Simplex Method 3 Operations
Research
A . 2 J.K. Sharma,
7 08.04.2024 Artificial variable 1 Operations
techniques: Big m method
Research
Two-oh impl > J.K. Sharma,
8 16,18.04.2024 Wo-phase simplex Operations
method 2
Research
. . J.K. Sharma
Converting Primal LPP to 2 .
9 19,20.03.2024 Dual LPP > Operations
Research
5 J.K. Sharma,
10 22.03.2024 Limitations of LPP 1 Operations
Research
. J.K. Sharma,
1 23.03.2024 Assignment Model. 3 Operations
Introduction 1
Research
Algorithm for Solving J.K. Sharma,
Assignment Model: 3 Operations
2 24,25.04.2024 Hungarians Method for 4 Research
Solving Assignment
Problem,
. J.K. Sharma,
3 26.04.2024 Travelling Salesman 3 Operations
Problem, 2
Research
Simplex Method for 3 J.K. Sharma,
4 27.04.2024 Solving Assignment 1 Operations
Problem. Research
Transportation Problem: 3 J.K. Sharma,
5 06.05.2024 Mathematical Model of 1 Operations
3. Transportation Problem Research
Methods for Finding 3 J.K. Sharma,
6 07.05.2024 Initial Feasible Solution: 1 Operations
Northwest Corner Method Research
3 J.K. Sharma,
7 08.05.2024 Least Cost Method 1 Operations
Research
, . . J.K. Sharma,
8 09.05.2024 Vogel’s Approximation 3 Operations
Method 1
Research
o . J.K. Sharma,
9 10.05.2024 Test of Optimality by Modi 3 Operations
Method, 1
Research
J.K. Sharma,
10 13.05.2024 Unbalanced Supply and 3 Operations
Demand 1
Research

13
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. J.K. Sharma,
11 14.05.2024 1 Degeneracy and its 3 Operations
resolution. 1
Research
Decision Theory: 4 J.K. Sharma,
1 15.05.2024 1 Introduction, Ingredients 1 Operations
of Decision Problems Research
Decision-makine under 4 J.K. Sharma,
2 16,17.05.2024 2 eciston-maxing unde Operations
Uncertainty 2
Research
. . J.K. Sharma,
3 18.05.2024 1 Decision-making under 4 Operations
risk 1
Research
. . J.K. Sharma,
4 20.05.2024 1 Decision-making under 4 Operations
certainty 1
Research
Decision Tree, 4 J.K. Sharma,
4 21,22.05.2024 2 Construction of Decision 2 Operations
4 Tree. Research
. J.K. Sharma,
5 06,07.06.2024 2 Network Ar.1aly5|s. 4 Operations
Network Diagram 2
Research
4 J.K. Sharma,
6 10,11.06.2024 2 PERT,CPM 4 Operations
Research
" J.K. Sharma,
7 12.06.2024 1 Cr|t|ca! Pth 4 Operations
Determination 1
Research
4 J.K. Sharma,
8 13.06.2024 1 Project Completion Time 1 Operations
Research
9 14.06.2024 1 Project crashing ;_1
. . J.K. Sharma,
1 15.06.2024 1 Queuing Theory: Queuing > Operations
Structure 1
Research
. J.K. Sharma,
2 18.06.2024 1 Basic Component of a > Operations
Queuing Model 1
Research
o . . J.K. Sharma,
3 19.06.2024 1 Distributions in Queuing 5 Operations
Mode 2
5 Research
. . J.K. Sharma,
4 20.06.2024 1 | Different Queuing Models > Operations
with FCFS, 1
Research
3 Queue Discipline, Single 5 J.K. Sharma,
5 21,22,24.06.2024 Service Station with Finite 1 Operations
Population Research
6 25,26,27.06.2024 3 Queue. D|$C|p|fne, S{ngle 5 J.K. Sha'rma,
Service Station with 5 Operations

14
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Infinite Population Research

Queue Discipline, 5 J.K. Sharma,

7 28,29.06.2024 Multiple Service Station 1 Operations
with Finite Population Research

Queue Discipline, 5 J.K. Sharma,

8 01,02.07.2024 Multiple Service Station 1 Operations
with Infinite Population Research

. J.K. Sharma,

9 03.07.2024 Introduction of Game 5 Operations

Theory 1

Research

10 04.07.2024 Basic definitions of game 5 Jpr;eSr};?c;;?\?

Theory 1

Research

Calculation of saddle 5 J.K. Sharma,

11 05,06.07.2024 point and Value of the > Operations
Game Research

3 J.K. Sharma,

8 08,09.07.2024 Revision of Unit |11 1 Operations
Research

44 J.K. Sharma,

9 10,11,12,15.07.2024 Revision of Unit IV& V 5’ 4 Operations
’ Research

Signature of HOD

Date

Note:

Signature of faculty

Date

1. Ensurethat al topics specified in the course are mentioned.
2. Additional topics covered, if any, may also be specified in bold.
3. Mention the corresponding course objective and outcome numbers against each topic.
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LESSON PLAN (U-1)
Lesson No: 01 Duration of Lesson: 2hr30 min

Lesson Title: Introduction to Operations Research
Instructional / Lesson Objectives.

To make students identify a problem or question isto analyze

The students can create a mathematical model of the problem or question
Employ the model to create possible solutions

Analyze and compare possible solutions to find the best fit.

Teaching AIDS : PPTs, Digital Board
Time Management of Class

5 mins for taking attendance
130 min for the lecture delivery
15 min for doubts session

Assignment / Questions:
(Note: Mention for each question the relevant Objectives and Outcomes Nos.1,2,3,4 & 1,3..)

Refer assignment — | & tutorial-l sheets

Signature of faculty
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LESSON PLAN (U-I1)

Lesson No:2 Duration of Lesson: 1hr30 MIN
Lesson Title: Linear Programming problem

Instructional / Lesson Objectives:

To make students identify a problem or question isto analyze

The students can create a mathematical model of the problem or question
Employ the model to create possible solutions

Analyze and compare possible solutions to find the best fit.

Teaching AIDS : PPTs, Digital Board

Time Management of Class

5 mins for taking attendance

15 for revision of previous class
55 min for lecture delivery

15 min for doubts session

Assignment / Questions:
(Note: Mention for each question the relevant Objectives and Outcomes Nos.1,2,3,4 & 1,3..)

Refer assignment — | & tutorial-1 sheets

Signature of faculty
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LESSON PLAN (U-111)

Lesson No: 4,5 Duration of Lesson: 1hr30 MIN
Lesson Title: Assignment and Transportation problem

Instructional / Lesson Objectives:

To make students identify a problem or question is to analyze

The students can create a mathematical model of the problem or question
Employ the model to create possible solutions

Analyze and compare possible solutions to find the best fit.

Teaching AIDS : PPTs, Digital Board
Time Management of Class

5 mins for taking attendance

15 for revision of previous class
55 min for lecture delivery

15 min for doubts session

Assignment / Questions:
(Note: Mention for each question the relevant Objectives and Outcomes Nos.1,2,34 & 1,3.)

Refer assignment-11 & tutorial-11 shests.

Signature of faculty
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LESSON PLAN (U-1V)

Lesson No0:6,7 Duration of Lesson: 1hr30 MIN
Lesson Title: Decision theory

Instructional / Lesson Objectives:

To make students identify a problem or question isto analyze

The students can create a mathematical model of the problem or question
Employ the model to creste possible solutions

Analyze and compare possible solutions to find the best fit.

Teaching AIDS : PPTs, Digital Board

Time Management of Class

5 mins for taking attendance

15 for revision of previous class
55 min for lecture delivery

15 min for doubts session

Assignment / Questions:
(Note: Mention for each question the relevant Objectives and Outcomes Nos.1,2,3,4 & 1,3..)

Refer assignment — | & tutorial-1 sheets

Signature of faculty
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LESSON PLAN (U-V)

Lesson N0:8,9 Duration of Lesson: 1hr30 MIN
Lesson Title: Queuing theory

Instructional / Lesson Objectives:

To make students identify a problem or question isto analyze

The students can create a mathematical model of the problem or question
Employ the model to create possible solutions

Analyze and compare possible solutions to find the best fit.

Teaching AIDS : PPTs, Digital Board

Time Management of Class

5 mins for taking attendance

15 for revision of previous class
55 min for lecture delivery

15 min for doubts session

Assignment / Questions:
(Note: Mention for each question the relevant Objectives and Outcomes Nos.1,2,3,4 & 1,3..)

Refer assignment — | & tutorial-l sheets

Signature of faculty
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ASSIGNMENT -1

This Assignment corresponds to Unit No. 1
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s Institution)

Qu:lit.ion Question Obﬁgive Oult\lcoo.me
1 Explain applications of O.R in different managerial aress. 1 1
2 Explain advantages and disadvantages of O.R 1 1
3 (E))fglain modeling of O.R and explain about any two models in 1 1
Signature of HOD Signature of faculty

Date:
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ASSIGNMENT -2

This Assignment corresponds to Unit No. 2

. Anurag
AT\
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s Institution)

Question
No.

Question

Objective
No.

Outcome
No.

A firm manufactures two products A and b on which the profits
earned per unit are Rs 3 and Rs 4 respectively. Each product is
processed on two machines M1 and M2. Product A requires one
minute of processing time on M1 and two minutes on M2 while
B requires one minute on M1 and one minute on M2. Machine
M1 isavailable for not more than 7 hours, while machine M2 is
available for 10 hours during any working day. Formulate the
number of units of products A and B to be manufactured to get
maximum profit.

Write an algorithm for graphical method of solving LPP

Solve the following LPP by using simplex method Subject to
3X 1+ X+ 3X3< 7

X1-2X2<6

4X 1+ 3X2 +5X3< 10 and X3 ,X2,X3>0

Signature of HOD

Date:

Date:
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ASSIGNMENT -3

This Assignment corresponds to Unit No. 3

. Anurag
ATS\A

(An Autonomou

sssss itution

Question : Objective | Outcome
No. Question No. No.
Solve the following
T.P by using North-
west corner rule AlB C|D | SUPPLY
1 | 10| 15| 13| 14| 150 3 3
] 1119 |8 |16/ 100
[l 7 |12|18| 19|50
Demand | 50 | 100 80| 70
Explain Vogel's approximation method of finding an IBFS of
2 Tp 3 3
Signature of HOD Signature of faculty

Date:
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ASSIGNMENT -4

This Assignment corresponds to Unit No. 4

. Anurag
AT\

(An Autonomou

s Institution)

Question : Objective | Outcome
No. Question No. No.

1 What are the steps involved in decision making? 4 4

2 Explain the utility as a decision Criterion. 4 4
What is decision making?. Explain and differentiate this under

3 the conditions 4 4
of certainty and uncertainty

Signature of HOD Signature of faculty

Date:
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ASSIGNMENT -5

This Assignment corresponds to Unit No. 5

. Anurag
AT\

(An Autonomou

s Institution)

Question
No.

Question

Objective
No.

Outcome
No.

A self service store employee’s one cashier at its counter. Nine
customers arrive on an average every 5 minutes while the
cashier can serve 10 customers in 5 minutes. Assuming Poisson
distribution for arrival rate and exponent

distribution for service time, find the following

(i) Average number of customersin the system

(if) Average number of customers in the queue or average queue
length

(iif)Average time a customer spends in the system

(iv) Average time a customer waits before being served.

(b) Find the ranges of values of p and g which will render the
entry (2,2) asaddle
point for the game
B1 B2 Bs
Ar 2 4 5
A2 10 7 ¢
Az 4 P 6

List out characteristics of games

Signature of HOD

Date:

Date:
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TUTORIAL -1

This tutorial correspondsto Unit No. 1 (Objective Nos.: 1, Outcome Nos.: 1)

Q1. Who defined Operations Research as scientific approach to problem solving for executive
Mmanagement?
a) E.L. Arnoff b) P.M.S. Blackett c) H.M. Wagner d) None of the above

Q2. Operations Research attemptsto find the best and ------------- solution to a problem
a) Optimum b) Perfect c) Degenerate d) None of the above

Q3. - are called mathematical models

a) I.conic Models b) Analogue Models c) Symbolic Models  d) None of the above
Q4. Write any two definitions of O.R

Signature of HOD Signature of faculty

Date: Date:
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TUTORIAL -2

This tutorial correspondsto Unit No. 2 (Objective Nos.: 2, Outcome Nos.: 2)

QL. In simplex algorithm, which method is used to deal with the situation where an
infeasible starting basic solution is given?
a) Slack variable b) Simplex method  ¢) M- method d) None of the above

Q2. LP model is based on the assumptions of -----------------
a) Proportionality b) Additivity c) Certainty d) All of the
above

Q3. Any solution to a L PP which satisfies the non- negativity restrictions of the LPP
is called its --------

a) Unbounded solution b) Optimal solution  ¢) Feasible solution d) Both A
and B

Signature of HOD Signature of faculty

Date: Date:
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TUTORIAL SHEET -3

This tutorial correspondsto Unit No. 3 (Objective Nos.: 3, Outcome Nos.: 3)

Q1. A feasible solution is called a basic feasible solution if the number of non-negative allocations is equal
10 ----mmmmmeeee

a) m-n+1 b) m-n-1 ¢) mtn-1 d) None of the above

Q2. MODI method is used to obtain -------------

a) Optimal solutions b) Optimality test ¢) Both A and B d) Optimization

Q3. The assignment matrix is always a

a) Rectangular matrix b) Square matrix ) Identity matrix d) None of the above

Signature of HOD Signature of faculty

Date: Date:
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TUTORIAL -4

This tutorial correspondsto Unit No. 4 (Objective Nos.: 3, Outcome Nos.: 3)
QL. A type of decision making environment is
a)certainty b) uncertainty c) risk d) al of these
Q2. Which of the following criterion is not used for decision making under uncertainty?
a) Maximin  b) maximax  c¢) minimax d) minimize expected loss
Q3. Essential characteristics of a decision model are

a)states of nature b) decision alternatives c) payoff d) all of these

Signature of HOD Signature of faculty

Date: Date:
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TUTORIAL SHEET -5

This tutorial correspondsto Unit No. 5 (Objective Nos.: 5, Outcome Nos.: 5)

Q1. Customer behavior in which the customer moves from one the queue to another in a multiple channel
situation is

a)balking b) reneging C) jockeying d) alternating
Q2. The system of loading and unloading of goods usually follows:
aLIFO b)FIFO ¢)SIRO d)SBP

Q3. What happens when maximin and minimax values of the game are same?

a) no solution exists  b) solution is mixed c) saddle point exists d) none of these
Signature of HOD Signature of faculty
Date: Date:
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EVALUATION STRATEGY

Target (9

a. Percentageof Pass : 95%

Assessment Method (S) (Maximum Marks for evaluation are defined in the Academic Regulations)

a Daily Attendance
b. Assignments

Online Quiz (or) Seminars

o

d. Continuous Internal Assessment
e. Semester / End Examination

List out any new topic(s) or any innovation you would like to introduce in teaching the subjects in this
semester

Case Study of any one existing application

Signature of HOD Signature of faculty

Date Date
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COURSE COMPLETION STATUS

Actual Date of Completion & Remarks if any

. Objective No. | Outcome No.
units Remarks Achieved | Achieved
Unit 1 completed on 18.03.2024 1 1
Unit 2 completed on 22.04.2024 2 2
Unit 3 completed on 14.05.2024 3 3
Unit 4 completed on 14.06.2024 4 4
Unit 5 completed on 06.07.2024 5 5

Signature of HOD Signature of faculty
Date: Date:
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M appings

1. Course Objectives-Cour se Outcomes Relationship Matrix
(Indicate the relationships by mark “X’)

Course-Outcomes
1 2 3 4 5
Course-Objectives
1 H
2 H
3 H
4 H
5 H
2. Course Outcomes-Program Outcomes (POs) & PSOs Relationship Matrix
(Indicate the relationships by mark “X”)
utcomes
1 2 3 4 5 6 7 8 9 10 11 12 P?O
C-Outcomes
1 H M M H
2 M M H M M H H H
3 M M M H M
4 M H M M M H M
5 M M M H
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Rubric for Evaluation

Unsatisfactory Deveoping Satisfactory Exemplary
Performance Criteria
1 2 3 4
. Collects some
Does not collect any Collectsvery little : . Collectsagreeat ded
Re&rﬁ;g?ﬁ at%ither information that information some rzaos stcrlggtjgznt% of Information all
relatesto thetopic relates to thetopic topic relatesto thetopic
Does not perform . .
, : Performsvery little | Performsnearly al | Performsal duties of
Fulfill team role’s duty any duties of duties. duties. assigned team role.
assignedteamrole.
Always relieson Rarely does the Usu_ally does the Alw_ays does the
Share Equall othersto do the assigned work - often assigned work - assigned work
qually 9 o rarely needs without having to be
work. needs reminding. g )
reminding. reminded
. Isawaystalking— | Usualy doing most of Listens, but .
Listen tr%;)It;er team never alowsanyone | thetaking--rardy sometimestalks | - stzjs; a;;gos&)riaks a
elseto speak. alows othersto too much. :

cnaale
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Mid-l & Il Question papers
A~ s
7 AN e NARCE A

I MBA Il SEMESTER (R22) 1 - MID TERM EXAMINATIONS MAY 2024
Max. Marks : 30M

Branch : MLB.A.
Date : 02-May-2024  Session : Afternoon Time : 120
Subject : QUANTITATIVE ANALYSIS FOR BUSINESS DECISIONS,A92004
PARY-A
ANSWER ALL QUESTIONS 10 X 1M = 10M
Q.Ne  Question O  BTL
1. Optmmkmdxmmwpsmem.mbmm CO1 LI
optimum aliocation of varous ‘b)

s %
(A). Optimum  (B). Perfect  (C). Degenerate (D). Nooe of the above
3 In models there is risk and uncertainty (@ CcO1 1.2
(A). Deterministic Models  (B). Probabilistic Models (C). Both Aand B (D). None of the
4 Operanions Research approach is (e cot Ll
(A). multi-disciplinary  (B). scientific  (C). ane (D). collect essential dats
5 In LPP, degeneracy occurs in stages (( &) co2 L2
(A). one (B) two (C).three (D). four
6. Any solution 10 a LPP which satisfies the non negativity restrctions of  ( Q) co2 L2
the LPP is called its
(A). Unbounded solution  (B). Opeimal solution  (C). Feasible solution (D). Both A and B
7. mw«uwumw.mmm«emwy <) co2 L2
vanable
(A). One (B). More than Ope  (C). Two (D). Three
8. In simplex method , we add variables in the casc of =" <) co2 2
(A). Slack Variable (B). Swplus Varable (C). Antificial Vanable (D). None of the above
9. Aﬁmﬂisﬁd»&mﬁh&tifkmﬂmﬂynwm]w £) CO3 L
the total
{A). Optimization (B). Demand (C). Cost (D). None of the above
10.  Once the initial basic feasible solution bas been computed , whatisthe (€ CO3 | &
next step in the problem
(A). VAM (B). Modified distribution method  (C). Optimality test (D). Nome of the above
PART-B
ANSWER ANY FOUR 4 X SM = 20M
Q.No  Question CcO  BIL
11.  Discuss the advantages of O.R ol 12
12, m”meRmdﬂaﬂm] 0l L
13, Solveunrouowumby - "w‘gmﬂhod o2 2
e e
'.
and x1.x2 0 xz&
Xy = 3,
wy = W Page 0
mMap Sl

limited resources, such as
(A). Men and Machine  (B). Mosey (C). Material and Time (D). All of the above
Operations Rescarch attempts to find the best and solution 10 a problem (py col Lt
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Branch : M.B.A.
Date : 18-Jul-2024 Session : Afternoon

Subject : QUANTITATIVE ANALYSIS FOR BUSINESS DECISIONS,A92004
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Max. Marks : 30M
Time : 120 Min

PART - A .

ANSWER ALL THE QUESTIONS

Q.No
1.

7.

Question

The assignment matrix is always a
(a)Rectangular matrix (b) Square matrix (c) Identity matrix
(d)None of these
In a traveling salesman problem, the elements of diagonal from left-top
to right bottom are
(a)zeroes (b)All negative elements gc) All infinity (d) All ones
If an activity has zero slack, it implies that
(a )it lies on the critical path (b) it is a dummy activity
(c)the project is progressing well (d)None of these
The decision-making criterion that should be used to achieve maximum
long-term payoff is
(2)EOL (b) EMV (c) Hurwicz (d)Maximax
Which of the following criterion is not used for decision making under

uncertainity

(2)Maximin (b)Maximax (c)Minimax (d) Minimize expected loss
Network models have advantage in terms of project
(a)planning (b)scheduling (c)controlling (d)all of these

When the sum of gains of one player is equal to the sum of losses to
another player in a game, this situation is known
as

(a)biased game (b)zero-sum-game (c) fair game (d) all of these
What happens when maximin and minimax values of the game are
same?

(a)no solution exists (b) solution is mixed (c)saddle point exists
(d)none of these

Priority queue discipline may be classified as .
(a)finite or infinite (b)limited and unlimited

(c)pre-emptive or non-pre-emptive (d) all of these
Service mechanism in a queuing system is characterized

b;
]y (a) server behavior (b) customer behavior (c)customers in the system
(d) all of these

PART-B

ANSWER ANY FOUR

Q.No
11.

Question
Solve the following assignment problem

36
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CO BTL
CO3 L2
COo3 LI
COo4 L2
Co4 L2
Co4 L1
CO4 L2
COs5
COs L3
COs L2
COs L2

4 X 5M=20M
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Machine
112|3(4)|5
10|11 4 (2 |8
1110|1412
6|9(12(14
4(13(15(11|10| 7

12.  Solve the following travelling salesmen problem Cco3 L3

Job

WIN| -

To city
A|B|C
® |2

o
8
g | Ww|o,m
plow|~N|O
glo|~N|[N|=|m

From city

O|0|T| >
©
~

12|14|6
E|1(3([2]|8

13. A news paper boy has the following probability of selecting a magazine co4 L3
No.Ofcopiessold : 10 11 12 13 14
Probability : 0.10 0,05 020 0.25 0.30

Cost of copy is Rs. 30 and sale price is Rs.50.how many copies should
be ordered? Also calculate EVPI
14.  Explain PERT procedure to determinre (a)The expected cost price (b) Cco4 L3
expected variance of the project length and (c)pro! ability of completing
the project with in a specified time
15.  Explain the terms (a) queue discipline (b) customer behaviour CcO5 L2
16.  Explain (a) Pure strate (b) Mixed strategy.(c)saddle point.(d)two CcOs L2
person zero sum pmeg({) value of thegame.
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| MBA |l Semester Mid Marks List
Faculty: Subject:
Avg
. . of . . Avg of
“No Mid= ] M- g | ASSS | ASIO | oy g | pPT | Total
) H.T.No. Name of the student | & & 5) (A+B+C
Mark | Mark Mid- t-1 t-11 Assol- (C) )
s@0) | s@) |\ @ | O | e
(A)

1 | 23C11E0018 | SUDHA RANI GOLLAGOPUU | AB AB AB | AB AB AB AB AB
5 23C11E0001 ANUSHA NIMMALA 28 30 29 5 5 5 5 39
3 23C11E0002 ANVESH JMMIDI 20 25 23 5 5 5 5 33
4 23C11E0003 ASEIY A HUNEZ MOHAMMAD 22 27 25 5 5 5 5 35
5 23C11E0004 BAJ SHAIK 17 22 20 5 5 5 5 30
6 23C11E0005 BAJBABA SAYYAD 27 29 28 5 5 5 5 38
7 23C11E0006 BHAVANI RUDROJU 18 23 21 5 5 5 5 31
8 23C11E0007 GNAESH BADAVAYH 18 23 21 5 5 5 5 31
9 23C11E0008 GOWTHAMI| BHEEMISHETTI 25 28 27 5 5 5 5 37
10 23C11E0009 HARIKA KONAPARTHI 27 30 29 5 5 5 5 39
11 23C11E0010 MAHESH MUCHU 21 25 23 5 5 5 5 33
12 23C11E0011 MANIKANTA CHETTUPELLI 16 22 19 5 5 5 5 29
13 23C11E0012 NAGARAJU BUDIGEBOINA 19 23 21 5 5 5 5 31
14 23C11E0013 NAGESWAR REDDY 20 23 22 5 5 5 5 32

KALAGOTLA
15 | 23C11E0014 | NARENDRABABU 17 21 19 5 5 5 5 29

ANGIREKULA
16 | 23C11E0015 | NEELAMBARI DEVI 20 26 23 5 5 5 5 33

KOMARAGIRI
17 23C11E0016 NEERAJA NARAVULA 25 27 26 5 5 5 5 36
18 | 28CLIE0017 | \/isiiMA MOHAMMAD 21 26 24 5 5 5 5 34
19 23C11E0018 SA| KUMAR KANDAPU 16 23 20 5 5 5 5 30
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20 23C11EO019 SAI LASYA KALVAKOLANU 20 27 24 5 5 5 5 34
21 23C11E0020 SAI PRAVALLIKA MARTHI 21 25 23 5 5 5 5 33
2 23C11E0022 SHARANYA KATIKAM 24 23 24 5 5 5 5 34
23 23C11E0023 SOUJANYA KONDURU 25 24 25 5 5 5 5 35
o 23C11E0024 SOWMYA REDDYMALLA 25 24 25 5 5 5 5 35
5 23C11E0025 SUMANTH KOTTE 20 24 22 5 5 5 5 32
2% 23C11E0026 SUMANTH KUMAR 22 23 23 5 5 5 5 33
VANGALA
o7 23C11E0027 TEJAVANI GANGARAPU 19 23 21 5 5 5 5 31
28 23C11E0028 THULASI LAKSHMI 18 24 21 5 5 5 5 31
GUDAPARTHI
29 23C11E0029 VAMSHI MADASU 24 19 22 5 5 5 5 32
30 23C11E0030 VASU SADELA 15 17 16 5 5 5 5 26
31 23C11E0031 VENKATA AARSHA 13 22 18 5 5 5 5 28
ORUGANTI
2 23C11E0032 VENNELA BHUKY A 15 21 18 5 5 5 5 28
23 23C11E0033 VENU BOMMAKANTI 23 24 24 5 5 5 5 34
24 23C11E0034 ZAINUL ABEDEEN 25 28 27 5 5 5 5 37
MOHAMMAD
Signature of the Faculty
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TMUBA. ITSEMESTER 11 MID EXAMINATION JULY-2024
Branch : M.B.A. Max. Marks : J0M
Date : 18-Jul-20214 Session : Aflternoon Time : 120 Min
Subject : QUANTITATIVE ANALYSIS FOR BUSINESS DECISIONS, A92004
ART - A
ANSWER ALL THE QUESTIONS 10X IM=10M
Q.No  Question CO BTL
1. ﬁ:ﬁa.isig:m}:nl matrix is abways a Co3 L2
ajRectangular matrix (b) Square matmix (¢) [dentt irix
(@None of these ) dentity ma
1. In a traveling salesman lem, the elements of di | from left Cio3 Lt
5 aid ng i proh Be of disgonal from left-top
(a)zeroes (b)All negative elements (<) All infinity (d) All ones
3. Ifanactivity has zero slack, it implies that cos L2

(a )it lies on the critical path (b) it 15 a dummy activity
(c)the project is progressing well (d)Mone of these
4. The decision-making criterion that should be used to achieve maximum CO4 L2
long-term payoff is _
{=)EOL (b) EMV [c) Hurwicz (d)Maximix

3. Which of the following criterion is not used for decision making under Co4 LI
uncertainity
{a}Maximin (b)Maximax (c)Minimax (d) Minimize expected loss
6. Network models have advantage in terms of project Co4 L2
(a)planning (bjscheduling (c)controlling (d)all of these
7. When the sum of gains of one player is equal to the sum of losses to COs5
another plaver in a game, this situation is known
as
(a)biased game (b)zero-sum-game (c) fair game (d) all of these
B. What happens when maximin and minimax values of the game are 05 L3
same?
(a)no sofution exists (b) solution is mixed (c)saddle point exists
{d)none of these
9, Priority queue discipline may be classifiedas_____ COs L2
(a)finite or infinite (bjlimited and unlimited
{(c)pre-emptive or non-pre-emplive (d) all of these
10, Service mechanism in a guewing system is characterized COs L2
L S , .
1" (a) server behavior (b) sustomer hehavior (clcustomers in the system
{d) all of these
PART - B
ANSWER ANY FOUR 4 X 5M =20M
O.Noe  Queston CO BTL
1. Solve the following assignment problem Co3 L2

Page : 1



12.

13.

14.

15.
16.

Machine
112 3|4]|5
10|11 4|2 | 8
1110|1412
5/6|9|12(14
4113[15|11|10| 7

Solve the following travelling salesmen problem

Job

W=

To city
A|B|C|D|E
Al=|2(5|7|1
B|6|=|3|8|2
Fromcity|C| 8 |7 |=|4|7
D|12|4|6|=|5
E|1|3|2|8|*=

Cost of copy is Rs. 30 and sale price is Rs.50.how many copies should
be ordered? Also calculate EVPI
Explain PERT procedure to determinre (a)The expecied cost price (b)
::.;:I:Ia:]l:d vm-impr:e of the project length and (c)probability of completing
the project with in a specified time
Explain the terms (a) queue discipline (b) customer behaviour
Explain (a) Pure stratcgy (b) Mixed strategy.(c)saddle point(dytwo
person zero sum game (&) value of thegame,

CO3

€04

COs
CO3

L3

L3

L3

TR
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Quantitative Analysis for Business Decisions
Unit-|
INTRODUCTION

The term operations Research was first coined in 1940 by Mc Closky and Trefthen in a small
town, Bowdsey, of the United Kingdom. This new science came into existence in military
context. During world war 11, military management called on scientists from various disciplines
and organized them into teams to assist in solving strategic and tactical problems(ie) to discuss,
evolve and suggest ways and means to improve the execution of various military projects. By
their joint efforts, experience and deliberations, they suggested certain approaches that showed
remarkabl e progress. This new approach to systematic and scientific sudy of the operations of
the system was call ed the Operations Research or Operational Research (abbreviated as O.R).

During the year 1950, O.R achieved recognition as a subject worthy of academic study inthe
Univerdties. Since then, the subject has been gaining more and more importance for students of
Economics, Management, Public Administration, Behavioral Sciences, Social work,
Mathematics, Commerce and Engineering

Operations Research Society of Americawas formed in 1950 and in 1957 the I nternati onal
Federation of O.R Societies was established. In several Countries, International Scientific
Journalsin O.R began to appear in different languages. The primary journals are Operations
Research, Trangportation Science, Management Sciences, Operational Research Quarterly and
Journal of the Canadian Operational Research Society, Mathematics of Operational Research and
International journal of Game Theory etc.

Operational Research inIndia

In India, Operational Research cameinto existence in 1949 with the opening of an Operational
Research Unit at the Regional Research Laboratory at Hyderabad. 1n 1953, an Operational
Research Unit was established in the Indian Statistical I nstitute, Cal cutta for the application of
Operational Research methodsin national planning & survey. Operational Research Society of
Indiawas formed in 1957. It became a member of the International Federation of Operational
Research Societiesin 1959. The first Conference of Operational Research Society of India was
held in Delhi in 1959. Operational Research Society of India started a journal “Operational
Research” in 1963. Other journals which deal with Operational Research are: Journal of the
National Productivity Council, Materials Management journal of India and the Defense Science
journal. SCOPE OF OPERATIONSRESEARCH:

Initsrecent years of organized development, OR has entered successfully many different areas
of research for military, government and industry. The basic problem in most of the devel oping



countriesin Asaand Africaisto remove poverty and hunger as quickly as possble. So thereisa
great scope for economigts, statisticians, adminigtrators, politicians and the technicians working
in ateam to solve this problem by an OR approach. Besidesthis, OR isuseful in the following
various important fields.

1. In Agriculture: With the explosion of population and consequent shortage of food, every
country is

facing the problem of-
(i) Optimum allocation of land to various crops in accordance with the climatic conditions; and
(it) Optimum distribution of water from variousresources like canal for irrigation purposes.

Thusthereisa need of determining best policiesunder the prescribed restrictions. Hence a good
amount of work can be donein thisdirection.

2. In Finance: In these modern times of economic criss, it has become very necessary for every
government to have a careful planning for the economic devel opment of her country. OR-
techniques can be fruitfully applied:

(i) to maximize the per capita income with minimum resources,
(i) to find out the profit plan for the company;
(iii) to determine the best replacement policies, etc.

3. InIndustry: If the industry manager decides his policies (not necessarily optimum) only on
the basis of his past experience ( Without usng OR techniques) and aday comes when he gets
retirement, then a heavy loss is encountered before the Industry. This heavy loss can immediately
be compensated by newly appointing a young specialist of OR techniquesin business
management. Thus OR isuseful to the Industry Director in deciding optimum allocation of
various limited resources such as men, machines, material, money, time, etc. to arrive at the
optimum decision.

4. 1n Marketing: With the help of OR techniques a Marketing Administrator (Manager) can
decide:

(i) Whereto digribute the products for sale so that thetotal cost of transportation €etc. is
minimum,

(ii) The minimum per unit sale price,
(iii) The size of the stock to meet the future demand,

(iv) How to select the best advertizing media with respect to time, cost, etc.



(v) How, when, and what to purchase at the minimum possible cost?

5. In Personnel Management: A personnel manager can use OR techniques:
(i) to appoint the most suitable persons on minimum salary,

(i) to determine the best age of retirement for the employees,

(ii) to find out the number of personsto be appointed on full time bass when the workload is
seasonal

(not continuous).

6. In Production Management: A production manager can use OR techniques:

(i) to find out the number and s ze of theitems to be produced;

(i) in scheduling and sequencing the production run by proper allocation of machines,;
(i) in calculating the optimum product mix; and

(iv) to select, locate, and design the sites for the production plants.

7.1nL.1.C: OR approach isalso applicable to enablethe L.I.C. officesto decide:

(i) What should be the premium rates for various modes of policies,

(if) How best the profits could be distributed in the cases of with profit policies? etc.

Finally, we can say : wherever thereisa problem, there is OR. The applications of OR cover the
whole

extent of anything.

Definition of O.R

Because of the wide scope of applications of Operational Research, giving a precise definitionis
difficult. However, afew definitions of Operational Research are as under:

Definition1:“Operational Research is the application of scientific methods, techniques and tools
to problemsinvolving the Operations of a system so as to provide those in control of the system
with optimum solutions to the problem”.- C.W.Churchman, R.L.Ackoff & E.L.Arnoff



Definition2: “Operational Research is the art of giving bad answers to problems which otherwise
have worse answers”.- T.L.Saaty

Definition3: “It isthe scientific method of providing executive departments with a quantitative
basis for decis on regarding the operations under their control”.-M or se and Kimball

MANAGEMENT APPLICATIONSOF OPERATIONS RESEARCH

Some of the areas of management decision making, where the "tools' and 'techniques of OR are
pplied can be outlined as follows:

1. Finance-Budgeting and Investments

(i) Cash-flow analysi's, long range capital requirements, dividend policies, investment portfolios
(i) Credit palicies, credit risks and delinquent account procedures.

(i) Claim and complaint procedures.

2. Purchasing, Procurement and Exploration

(i) Rulesfor buying, suppliesand stable or varying prices.

(if) Determination of quantitiesand timing of purchases.

(i) Bidding policies.

(iv) Strategies for exploration and exploitation of raw material sources.

(V) Replacement policies.

3. Production Management

(i) Physical Distribution

(a) Location and size of warehouses, distribution centers and retail outlets.

(b) Distribution policy.

(i) Facilities Planning

(a) Numbers and location of factories, warehouses, hospital s etc.

(b) Loading and unloading facilities for railroads and trucks determining the transport sc
(iif) Manufacturing

(a) Production scheduling and sequencing.



(b) Stabilization of production and employment training, layoffs and optimum product m
(iv) Maintenance and Project Scheduling

(a) Maintenance policies and preventive mai ntenance.

(b) Maintenance crew s zes.

(c) Project scheduling and allocation of resources.

4. Marketing

(i) Product selection, timing, competitive actions.

(it) Number of salesman, frequency of calling on accounts per cent of time spent on prospe
(i11) Advertising media with respect to cost and time.

5. Personnel Management

(1)) Selection of suitable personnel on minimum salary.

(if) Mixes of age and ills.

(iii) Recruitment policiesand assgnment of jobs.

6. Research and Development

(i) Determination of the areas of concentration of research and devel opment.

(i) Project selection.

(ii) Determination of time cost trade-off and control of development projects.

(iv) Reliability and alternative design. ROLE OF OPERATIONS RESEARCH) IN
DECISION-MAKING:

The Operations Research may be regarded as atool which isutilized to increase the effectiveness
of management decisions.In fact OR isthe objective supplement to the subjective feding of the
adminigrator (Decison-maker). Scientific method of OR is Used to understand and describe the
phenomena of operating system. OR model s explain these phenomena asto what changes take
place under altered conditions, and control these predictions against new observations, For
example, OR may suggest the best |ocations for factories, Warehouses as well asthe most
economical means of transportation, In marketing, OR may help in indicating the most profitable
type, use and s ze of advertising campai gns subject to the financial limitations,



The advantages of OR Study approach in business and management decision making may be
classfied asfollows:

|. Better Control. The management of big concerns findsit much costly to provide continuous
executive supervisons over routine decisons. An OR approach directs the executivesto devote
their attention to more pressing matters. For example, OR approach deals with production
scheduling and inventory control.

2. Better Co-ordination. Sometimes OR has been very useful in maintaining the law and order
stuation out of chaos, For example, an OR based planning model becomes a vehicle for
coordinating marketing decisions with the limitationsimposed on manufacturing capabilities.

3. Better System. OR study isa so initiated to analyze a particular problem of decison making
such as establishing a new warehouse, Later, OR approach can be further developed into a
system to be employed repeatedly. Consequently, the cost of undertaking the first application
may improvethe profits.

4. Better Decisions. OR mode s frequently yield actions that do improve an intuitive decison
making. Sometimes, a Stuation may be so complicated that the human mind can never hope to
assmilate all the important factors without the help of OR and computer analyss.

Phases of Oper ation Resear ch or processfor developing Operations resear ch models:
OR study commonly includes the following main phases
1. Formulating the problem
2. Congructing a mathematical model
3. Deriving (or) obtaining solutions from the model
4. Testing (or) checking the model and its solutions (Updating the model)
5.  Controlling the solution
6. Implementing the solution
1. Formulating the problem:

Before proceeding to find the solution of a problem, first of al one must be able to formulate the
problem in the form of an appropriate model. To do so, the following information will be
required.

(i) Who hasto take the decisons?



(if) What are the objectives?

(iii) What are the ranges of the controlled variables?

(iv) What are the uncontrolled variables that may affect the poss bl e solutions?
(V)What are the restrictions or congtructions on the variabl es?

Since wrong formulation cannot yield a right decison (solution), one must be considerably
careful while execution this phase.

2. Constructing a mathematical model

This phase is to recreate the problem in mathematical symbols and expressons. The
mathematical model of any business problem is described as the organization of equations and
other related mathematical expressons. So

1. Decision variables (xi1, X2 ... Xn) - 'n' refersto associated quantifiable decisions to be made.

1. Objective function - It is a measure of performance (profit) which is expressed as
mathematical function of decision variables. For instance P=3x1 +5x2 + ... + 4Xx

2. Constraints- any limitations on values that can be allocated to decison variables in
terms of equations or inequalities. For instance x1 +2x2> 20

3. Parameters - the constant which are there in the congraints (right hand sde values).The
alternatives availabl e for the decision problem isin the form of unknown variables

3. Deriving (or) obtaining solutions from the model:

This phase is to create a process for deriving solutions to the problem. A general theme is to
grive for an optimal or best solution. The main aim of OR team is to obtain an optimal solution
which minimizesthe cost and time and maximizesthe gains.

To find the solution, the OR team uses

e Heuristic procedure (which is a designed procedure and does not guarantee an optimal
solution) isused to get a good suboptimal solution.

e Met heuristicswhich provides both general structure and dtrategy guidelines for
developing a precise heuristic procedureto fit in a particular kind of problem.

e Post-Optimality analysisisthe analyss done after getting an optimal solution. It isalso
known aswhat-if analysis. It comprises of conducting sensitivity analysisto find out
which parameters of the model are most significant in determining the solution.

4. Testing (or) checking the model and its solutions (Updating the model):

After deriving the solution, it istested and analyzed as a whole for errors if any. The process of
testing and enhancing a model is to augment its validity and is generally referred as M odel



validation. The OR group doing this review should preferably contain at least one individual
who did not contribute or participatein the formulation of mode to check mistakes.

Retrospective test is a systematic approach to test the model. This test uses chronological data
to reconstruct the past and then devise the model and the consequent solution. Comparing the
effectiveness of this assumed performance with what actually happened signifies whether the
model tends to give a noteworthy improvement over current practice.

5. Controlling the solution:

This phase establishes controls over the solution with any degree of satisfaction. The model
requires immediate modification as soon as the controlled variables change sgnificantly,
otherwise the model goes out of control As the conditions are congtantly changing in the world,
the modd and the solution may not be remain valid for along time

6. Implementing the solution: After the ending of testing phase, the next step isto implement a
well-documented system for practically implementing the modd. This system will comprise the
model, solution procedure and operating measures for implementation. The completion of this
phase depends on the ass stance of both top management and operating management.

M anagement applications of Oper ations r esear ch:

Operations Research is mainly concerned with the techniques of applying scientific knowledge,
besides the development of science. It provides an undersanding which gives the
expert/manager new insights and capabilities to determine better solutions in his decison-
making problems, with great speed, competence and confidence. In recent years, Operations
Research has successfully entered many different areas of research in Defence, Government,
Service Organizations and Industry. We briefly describe some applications of Operations
Research in the functional areas of management:

Finance, Budgeting and | nvestment

1. Cash flow analysis, long range capital requirements, dividend policies,
investment portfolios.

2. Credit policies, credit risks and delinquent account procedures.

3. Claim and complain procedure.

M ar keting

1. Product selection, timing, competitive actions.

2. Advertisng media with respect to cost and time.

3. Number of salesmen, frequency of calling of account etc.
4. Effectiveness of market research.

Physical Distribution

1. Location and sze of warehouses, distribution centres, retail outlets etc.
2. Distribution policy.



Pur chasing, Procurement and Exploration

1. Rulesfor buying.
2. Determining the quantity and timing of purchase.
3. Bidding policies and vendor analyss.
4. Equipment replacement policies
Per sonnel management

1. Forecaging the manpower requirement, Recruitment policies and assignment
of jobs.

2. Selection of suitable personnel with due consideration for age and skills, etc.

3. Determination of optimum number of personsfor each service centre.

Production management

1. Scheduling and sequencing the production run by proper allocation of
machines.

2. Calculating the optimum product mix.

3. Selection, location and design of the sites for the production plant.

Resear ch and Development

Reliability and evaluation of alternative desgns.
Control of developed projects.

Co-ordination of multiple research projects.
Determination of time and cost requirements.

PwONPE

Besdes the above mentioned applications of Operations Research in the context of modern
management, its use has now extended to a wide range of problems, such as the problems of
communication and information, socio-economic fieldsand national planning.

Uses and L imitations of Oper ations Resear ch
Uses

1. Optimum use of production factors. Linear programming techniques
indicate how a manager can most effectively employ his production factors by
more efficiently selecting and distributing these e ements.

2. Improved quality of decision. The computation table gives a clear picture of
the happenings within the basic restrictions and the possibilities of compound
behavior of the eements involved in the problem. The effect on the
profitability dueto changesin the production pattern will be clearly indicated in
thetable, e.g., smplex table.

3. Preparation of future managers. These methods subgtitute a means for
improving the knowledge and skill of young managers.



4. Modification of mathematical solution. Operations Research presents a
possible practical solution when one exigts, but it is always a respong bility of
the manager to accept or modify the solution beforeitsuse. The effect of these
maodifications may be evaluated from the computational stepsand tables.

5. Alternative solutions. Operations Research techniques will suggest all the
alternative solutions available for the same profit so that the management may
decide on the basis of its strategies.

MODELLING IN OPERATIONS RESEARCH:

Definition: A model in the senseused in OR is defined as a representation of an actual object
or dtuation. It showsthe relationships (direct or indirect) and inter-rel ationships of action and
reaction in terms of cause and effect. Since a model isan abstraction of redlity, it thus
appearsto beless complete than reality itself. For amodd to be complete, it must bea
representative of those aspects of reality that are being investigated.

The main objective of amodd isto provide means for analyzing the behavior of the system
for the purpose of improving its performance.

Model's can be classified according to following characterigtics:
1. Classification by Structure

(i) Iconic models. |conic model s represent the system asit isby scaling it up or down (i.e.,
by enlarging or reducing the sze). In other words, it isan image.

For example, atoy airplaneisan iconic modd of areal one. Other common examples of it
are photographs, drawings, maps etc. A modd of an atom is scaled up so asto make it visble
to the naked eye. In a globe, the diameter of the earth is scaled down, but the globe has
approximately the same shape asthe earth, and the relative sizes of continents, seas, etc., are
approximately correct.

Theiconic mode isusually the smplest to conceive and the most specific and concrete. Its
function is generally descriptive rather than explanatory. Accordingly, it cannot be easily used to
determine or predict. what effects many important changes on the actual system.

(if) Analogue models. The models, in which one set of propertiesisused to represent another set
of properties, are called analogue models. After the problem is solved, the solutionis
reinterpreted in terms of the original system.

For example, graphsare very smple analogues because distanceis used to represent the
properties such as. time, number, per cent, age, weight, and many other properties. Contour-lines
on a map represent the rise and fall of the heights. In general, analogues are less specific, less
concrete but ead er to manipulate than are iconic models.



(if) Symbolic (M athematical) models. The symbolic or mathematical model is one which
employsa set of mathematical symbols (i.e., letters, numbers, etc.) to represent the decison
variables of the system. These variables are related together by means of a mathematical
equation or a set of equationsto describe the behavior (or properties) of the system. The
solution of the problem isthen obtained by applying well -devel oped The symbolic model is
usually the easiest to manipulate experimentally and it is most general and abstract. Its
function is more often explanatory rather than descriptive.

2. Classification by Purpose:

Model s can a so be classified by purpose of itsutility. The purpose of a model may be
descriptive, predictive or prescriptive.

(i) Descriptive models. A descriptive modd simply describes some aspects of a Situation
based on observations, survey, questionnaire results or other available data. Theresult of an
opinion poll represents a descriptive modd.

(i) Predictive models. Such models can answer ‘what if" type of questions, i.e. they can
make predictions regarding certain events. For example, based on the survey results,
televigon networks such mode s attempt to explain and predict the e ection results before all
the votes arc actually counted.

(i) Prescriptive models. Finally, when a predictive model has been repeatedly successful, it
can be used to prescribe a source of action. For example, linear programmingisa
prescriptive (or normative) model becauseit prescribes what the managers ought to do.

3. Classification by Nature of Environment: These are mainly of two types.

(i) Deter ministic models. Such model s assume conditions of complete certainty and perfect
knowl edge

For example, linear programming, transportation and ass gnment modelsare deterministic
type models

(i) Probabilistic (or Stochastic) models. Thesetypes of modelsusually handle such
stuationsin which the consequences or payoff of managerial actions cannot be predicted
with certainty. However, it is possible to forecast a pattern of events, based on which
managerial decisons can be made. For example, insurance companiesare willing to insure
againg risk of fire, accidents, and sickness: and so on, because the pattern have been
compiled in the form of probability distributions.

4. Classification by Behavior:



(i) Static models. These models do not consider the impact of changes that takes place
during the planning horizon, i.e. they are independent of time. Also, in a static model only
one decison is needed for the duration of a given time period.

(if) Dynamic models. In these models, timeis considered as one of theimportant variables
and admits the impact of changes generated by time. Also, in dynamic models, not only one
but a series of interdependent decisionsis required during the planning horizon.

5. Classification by M ethod of Solution:

(i) Analytical models. These models have a specific mathematical structure and thus can be
solved by known analytical or mathematical techniques. For example, a general linear
programming problem aswell as specially structured transportation and ass gnment models
isanalytical models

(it) Simulation models. They aso have a mathematical structure but they cannot be solved
by purdy usng the 'tools and techniques' of mathematics. A smulation model is essentially
computer ass sted experimentation on a mathematical structure of areal time structurein
order to study the system under a variety of assumptions.

Simulation modeling has the advantage of being more flexible than mathematical modeling
and hence can be used to represent complex systems which otherwise cannot be formulated
mathematically. On the other hand, simulation has the disadvantage of not providing general
solutions like those obtai ned from successful mathematical models.

6. Classification by Use of Digital Computers:

The development of the digital computer hasled to the introduction of the following
types of moddling in OR.

(i) Analogue and M athematical models combined. Sometimes analogue models are
also expressed in terms of mathematical symbols. Such models may belong to both the
types (ii) and (iii) in classfication 1 above. For example, simulation model is of analogue
type but mathematical formulae arealso used in it. Managers very frequently usethis
moded to 'smulate' their decisons by summarizing the activities of industry in a scale-
down period.

(if) Function models. Such moddsare grouped on the bas s of the function being
performed.

For example, afunction may serveto acquaint to scientist with such things as-tables,
carrying data, a blue-print of layouts, a program representing a sequence of operations
(like in computer programming).

(iii) Quantitative models. Such models are used to measure the observations.

For example, degree of temperature, yardstick, a unit of measurement of length value,
etc. Other examples of quantitative modesare: (i) transformation modelswhich are
useful in converting a measurement of one scale to another (e.g., Centigrade vs.



Fahrenheit conversion scale), and (ii) the test model s that act as 'standards' against which
measurements are compared (e.g., business dealings, a specified standard production
control, the quality of a medicine).

(iv) Heuristic models. These mode s are mainly used to explore alternative strategies
(courses of action) that were overlooked previoudy, whereas mathematical models are
used to represent systems possess ng well-defined strategies. Heuristic models do not
claim to find the best solution to the problem.

PRINCIPLESOF MODELLING
Let us now outline general principlesuseful in guiding to formulate the model s within the
context of OR. The modd building and their users both should be consciously aware of
the following ten principles:

1. Do not build up a complicated model when simple one will suffice. Building the
strongest possi ble model isa common guiding principle for mathematicians who are
attempting to extend the theory or to devel op techniquesthat have wide applications.
However, in the actual practice of building models for specific purposes, the best advice
isto "keep it simple".

2. Bewar e of molding the problem to fit the technique. For example, an expert on
linear programming techniques may tend to view every problem he encounters as
required in alinear programming solutions In fact, not all optimization problemsinvolve
only linear functions. Also, not all OR problems involve optimization. Asa matter of
fact, not all real-world problems call for operations research! Of course, every one search
reality in hisown terms, so the field of OR is not uniquein this regard. Being human, we
rely on the methods we are most comfortable in using and have been most successful
within the past. We are certainly not able to use techniquesin which we have no
competence, and we cannot hope to be competent in all techniques. We must divide OR
expertsinto three main categories.

(i) Technique developers, (ii) Teachers, and (iii) Problem solvers.

3. The deduction phase of modeling must be conducted rigorously. Thereason for
requiring rigorous deduction isthat one wantsto be surethat if model conclusions are
incong stent with reality, then the defect liesin the assumptions. One application of this
principleisthat one must be extremely careful when programming computers. Hidden
"bugs' are especially dangerous when they do not prevent the program from running but
smply produce results which are not cons stent with the intention of the model.

4. Models should be validated prior to implementation. For example, if amodel is
congtructed to forecast the monthly sales of a particular commaodity, it could be tested
using historical datato compare the forecastsit would have produced to the actual sales.
In case, if the model cannot be validated prior to its mode for implementation, then it can
be implemented in phases for validation. For example, a new inventory control may be
implemented for a certain selected group of items while the older system isretained for
the magjority of remaining items. If the model proves successful, more items can be placed



within itsrange. It isalso worth noting that real things changeintime. A highly
satisfactory model may very well degrade with age. So periodic re-evaluationis
necessary.

5. A model should never be taken too literally. For example, suppose that one hasto
congtruct an elaborate computer mode of Indian economy with many competent
researchers spending a great deal of time and money in getting all kinds of complicated
interactions and relationships. Under such circumstances, it can be easily believed asiif
the modd duplicatesitself thereal system. This danger continuesto increase as the
model s become larger and more sophisticated, as they must deal with increasingly
complicated problems.

6. A model should neither be pressed to do, nor criticized for failing to do that for
which it was never intended. One example of this error would be the use of forecasting
model to predict so far into the future that the data on which the forecasts are based have
no relevance. Another example isthe use of certain network methodsto describethe
activitiesinvolved in a complex project. A model should not be stretched beyond its
capabilities.

7. Bewar e of over-selling a model. This principleis of particular importance for the OR
professional because most non-technical benefactors of an operations researcher's work
are not likdly to understand his methods. Theincreased technicality of one's methods also
increases the burden of responsibility on the OR. Professional to distinguish clearly
between hisrole as model manipulator and model interpreter. In those cases where the
assumptions can be challenged, it would be dishonest to use the model .

. 8 Some of the primary benefits of modeling ar e associated with the process of
developing the model. It istruein general that a mode is never as useful to anyone else
asitisto those who areinvolved in building it up. The modd itself never containsthe
full knowledge and understanding of thereal system that the builder must acquirein
order to successfully modd it, and thereis no practical way to convey this knowledge and
understanding properly. In some cases, the sole benefits may occur while the modd is
being developed. In such cases, the model may have no further value onceit is
completed. An example this case might occur when a small group of people attempts to
develop aformal plan for some subject The plan isthe final model, but thereal problem
may be to agree on 'what the objectives ought to be'

9. A model cannot be any better than the Information that goesinto it. Likea
computer program, a mode can only manipulate the data provided to it; it cannot
recognize and correct for deficienciesin input Models may condense data or convert it to
more useful forms, but they do not have the capacity to generate it. In some Stuationsit
is always better to gather more information about the system instead of exerting more
efforts on modern congtructions.

10. Models cannot replace decision makers. The purpose of OR mode s should not be
supposed to provide "Optimal solutions” free from human subjectivity and error. OR



model s can aid decision makersand There by permit better decisionsto be made.
However, they do not make the job of decison making easer. Definitely, therole of
experience, intuition and judgement in decision making is undiminished.

Limitations of Oper ations Resear ch

Operations Research has certain limitations. However, these limitations are mostly related to the
time and money factors involved in its applications rather than its practical utility. These
limitations are as follows::

a) Magnitude of computation. Operations Research tries to find out the optimal solution taking
al the factors into account. In the modern society, these factors are numerous and expressing
them in quantity and establishing relationship among these, requires huge calculations. All these
cal culations cannot be handled manually and require el ectronic computers which bear very heavy
cost. Thus, the use of Operations Researchislimited only to very large organi zations.

b) Absence of quantification. Operations Research provides solution only when all the el ements
related to a problem can be quantified. The tangible factors such as price, product, etc., can be
expressed in terms of quantity, but intangible factors such as human relations etc, cannot be
quantified. Thus, these intangible elements of the problem are excluded from the study, though
these might be equally or more important than quantifiable intangible factors as far as possible.

c) Distance between managers and Operations Research. Operations Research, being
specialists’ job, requires a mathematician or a statistician, who might not be aware of the
business problems. Similarly, a manager may fail to undersand the complex working of
Operations Research. Thus, there is a gap between one who provides the solution and one who
uses the solution.



Unit-11
Linear Programming Problem
General Linear Programming Problem

Thelinear programming involving more than two variables may be expressed as follows :

Maximize (or) Minimize Z = CiXy + CoX2 + CaX3 + ....... CnXn
subject to the constraints

or >

11Xy + aXo+ ...+ aunXn < Or

iX1+ aXe+ ... ta&nXn < OF =0 > bn

a1X1+ agXe + ...t @&@nXn <O = Or > b

amiX1 + ame X2+ ... ¥+ @m Xn < Or = OF > b
and the non-negativity restrictions

X1, X2, X3, ... Xn=> 0.

Note : Some of the constraints may be equalities, some others may be inequalities of (<) type or
(>) type or al of them are of same type.

Solution: A set of values x1, X2 ...Xn Which satisfies the congraints of the LPPiscalled its
solution.

Feasible solution: Any solution to a L PP which satisfies the non-negativity restrictions of the
LPPiscaleditsfeadble solution.

Optimum Solution or Optimal Solution: Any feasible solution which optimizes (maximizes or
minimizes) the objective function of the LPPis called its optimum solution or optimal solution.

Slack Variables: If the congraints of a general LPP be

>a, x, <, (=1.2.3, %)
P!

then the non-negative variables s which areintroduced to convert the inequalities (1) to the
equalities are called slack variables. The value of these variables can beinterpreted as the
amount of unused resource.



Sa, x, +5,=b (i=1.2.3. . k)
-1

Surplus Variables: If the congraints of ageneral LPP be

then the non-negative variables s which are introduced to convert the inequalities (1) to the
equalities

>a, x.—s = b (i=k+1,k+2,.)

are called surplus variables. The value of these variables can be interpreted as the amount over
and above the required level.

Canonical and Standard formsof LPP:

After the formulation of LPP, the next step isto obtain its solution. But before any method is
used to find its solution, the problem must be presented in a suitable from. Two forms are dealt
with here, the canonical form and the standard form.

The canonical form : The general linear programming problem can always be expressed in the
following form :

MaximizeZ=Cy1 X1+ C2 X2+ Ca3 X3+ ... Ca Xn
subject to the congraints
a1Xy + aXo + ...+ &n Xn< by
ap1X1 + agX2 + ... + @n Xn< b2
amiX1 + amz X2 + ... + @un Xn < bm
and the non-negativity restrictions
X1, X2, X3, ... Xn=> 0.
Thisform of LPP is called the canonical form of the LPP.
In matrix notation the canonical form of LPP can be expressed as:

MaximizeZ = CX (objective function)



Subject to AX < b (constraints)

and X > 0(non-negativity restrictions)

where C = (€1 C2...cn),

' N
- - | \1 | ; b] ]

a4y dy -4 fy

X b,

ay, Ay, -..Q, ‘ "

33 NS K= b=

a a a I. 1 ' ]
L ml T mz tx | (s |

Char acteristics of the Canonical form :

(i) The objective function is of maximization type.

Minf(x) = -Max{-f(x)} (or)

MinZ = -Max(-2)

(if) All constraints are of (<) type, except for the non-negativerestrictions.

e An inequality of “>” type can be changed to an inequality of the type “<” type by
multiplying both sides of the inequality y -1.

For example, the linear congtraint

auXi+ap X2+ ...+ anXn> b
isequivalent to

QX1 - @2 X2 - ... m@nXn< - b

e Anequation may be replaced by two weak inequalitiesin opposite directions.

For example
aiX1+azXe+..+anXn= b
is equivalent to
aiXy+azXg+ ...+ a@nXn> b
and aixi1+az X2+ ...+anXn< by

(iii) All variables ar e non-negative.



A variable which isunredricted in Sgn is equivalent to the difference between two non-negative
variables. Thus if Xjis unrestricted in sign, it can be replaced by (x;'- x;"), where xj'and x;" are
both non-negative,

i.e, X=x'-x", wherex!! >0and x''>0

The Standard From :

The general linear programming problem in the form
Maximize or Minimize
Z=C X1+ CXet ........ + Cn Xn

Subject to the constraints

anXst amXoF + ain Xn= by
AIX1 T QX2 F s + aon Xn= o
AmX1 F am2 X2 F e, + am Xn = bm
F= 1010 D CTD ' N Xn> 0 is known as standard form

In matrix notation the standard form of LPP can be expressed as :
Maximize or Minimize Z = CX (objective function)
Subject to congtraints AX =band X >0

Where, c = (c1,C,...,Cn),

r - [l -}l] | |I. 'b] .I|
dyy dyp -0 | |
X b,
a, ., .4, : 2
A= . .. X = b=
P I SR i .
L " ml “ml ma | '._ I__ _.' '._ E'i_‘ _.'

Characteristics of the standard form :

1. All the congraints are expressed in the form of equations, except for the non-
negative redrictions.

2. Theright hand side of each condraint equation is non-negative.



The inequalities can be changed into equation by introducing a non-negative variable on the left
hand side of such constraint. It is to be added (slack variable) if the constraint is of “ <" type and
subtracted (surplus variable) if the constraint is of “ > type.

Basic Solution.: Given a system of m simultaneous linear equations with n variables (m <

n).
Ax=Db, xT ¢ R"

where A isan m x n matrix of rank m. Let B be any m x m sub matrix, formed by m linearly
independent columns of A. Then a solution obtained by setting n-m variables not associated with
the columns of B, equal to zero, and solving the resulting system, is called a basic solution to the
given system of equations.

The m variables, which may be all different from zero, are called basic variables. The m x m
non-singular sub matrix B called a basis matrix with the columns of B as basis vectors. The (n-
m) variables which are put to zero are called as non-basic variables.

Degenerate Basic Solution: A basic solution is said to be a degenerate basic solution if one or
more of the basic variables are zero.

Basic Feasible Solution: A feasble solution to a LPP., which is also a basic solution to the
problem is called a basic feasible solution to the L PP.

Mathematical for mulation of |pp
INTRODUCTION

In fact, the most difficult problem in the application of management science is the formulation of
a modd. Therefore, it is important to consider model formulation before launching into the
detail s of linear programming solution. Model formulation is the process of transforming a real
word decison problem into an operations research model. In the sections that follow, we give
several Lilliputian examples so that you can acquire some experience of formulating a modd.
All the examples that we provide in the following sections are of static models, because they deal
with decisonsthat occur only within a sngle time period

ALGORITHM:

The procedure for mathematical formulation of linear programming problem consists of the
following major steps.

Stepl: Write down the decision variables of the problem.

Step2: Formulate the objective function to be optimized (maximized or minimized) asa linear
function of the decision variables.



Step3: Formulate the other conditions of the problem such as resource limitations, market
congtraints, inter-relation between variables etc. aslinear equations or in equationsin terms of
the decision variables.

Step4: Add the ‘Non-negativity’ constraint from the consideration that negative values of the
decision variables do not have any valid physical interpretation

The objective function, the set of congtraints and the non-negative constraint together form a
Linear Programming Problem.

Example problems:

1. (Production allocation problem). A manufacturer produces two types of modds M1and
Ma.Each M1 model requires 4 hours of grinding and 2 hours of polishing; whereas each
M2 model requires 2 hours of grinding and 5 hours of polishing. The manufacturer has 2 grinders
and 3 polishers. Each grinder works for 40 hours a week and each polisher works for 60 hours a
week. Profit onan M1 mode is Rs 3.00 and on an M2 model isRs. 4.00. Whatever is produced in
a week is sold in the market. How should the manufacturer allocate his production a week is
sold in the market. How should the manufacturer allocate his production capacity to the two
types of models so that he may make the maximum profit in a week ?

Solution:

M athematical Formulation

Decision variables: Let
X1= number of units of M1 modd, and
X2 = number of units of M2 mode.

Objective function: The objective of the manufacturer is to determine the number of M1 and
M2 models so as to maximize the total profit.

Z=3X1 + 4x2

Constraints: For grinding since each M1 mode requires 4 hours and each M2 model requires 2
hours the total number of grinding hours needed per week is given by 4x; + 2x,.

Similarly for polishing, the total number of polishing hours needed per week is2x1+5x>

Further, since the manufacturer does not have more than 2 x 40(=80) hours of grinding and
3x60(=180) hours of palishing, the time condraints are

4xy + 2x2< 80 and 2x3+ 5xo< 180

Non- negativity constraints. Since the production of negative number of model's is meaningless,
we must have x1> 0 and x> 0



Hence, the manufacturer’s allocation problem can be put in the following mathematical form:

Find two real numbers, x;and x. such that
1. 4x1+2%x2< 80
2. 2X1+5%2 <180
3. X=0,x2>0

and for which the expression (objective function) z = 3x; + 4x.

2. Universal Corporation manufactures two products- Pr and P.. The profit per unit of the two
products is Rs. 50 and Rs. 60 respectively. Both the products require processng in three
machines. The following table indicates the available machine hours per week and the time
required on each machine for one unit of P; and P.. Formulate this product mix problem in the
linear programming form.

Product Available Time
Machine (in machine hour s per
P1 P2 week)

1 2 1 300

2 3 4 509

3 4 7 812
. Rs. Rs.
Profit 50 60

Solution:
Let x1 and x2 be the amounts manufactured of products P1 and P> respectively.

The objective hereisto maximize the profit, whichis given by the linear function

M aximize z = 50x1 + 60x2



Since one unit of product Pz requirestwo hours of processing in machine 1, while the
corresponding requirement of P> isone hour, the first constraint can be expressed as

2X1+ X2 < 300
Similarly, congraints corresponding to machine 2 and machine 3 are

3X1 +4x2 <509
41 + TX2 <812

In addition, there cannot be any negative production that may be stated algebraically as
X12>0,%2>0
(A variablethat isalso allowed to assume negative values is said to be unrestricted in sign.)

Mathematical formulation of Ippis

Find X1 and X2 so asto

M aximize z = 50x1 + 60x2
subject to

2X1 +X2 <300

3X1 +4x2 <509

4x1 + TX2 <812
X>0,x2>0

3. The Best Stuffing Company manufactures two types of packing tins- round & flat. Major
production facilities involved are cutting and joining. The cutting department can process 200
round tins or 400 flat tins per hour. The joining department can process 400 round tins or 200 flat
tins per hour. If the contribution towards profit for a round tin is the same as that of a flat tin,
what is the optimal production level?

Solution:
Let

x1 =number of round tins per hour
X2 = number of flat tins per hour

Since the contribution towards profit isidentical for both the products, the objective function can
be expressed as xa + x2.

Hence, the problem can be formulated as



Maximize Z = X1 + X2
subject to

(1/200)x; +(1/400)x, <1
(1/400)x; + (1/200)x2 < 1

i.e., 2X1 +x2 <400
X1+ 2X2 <400

X>0,x2>0

Mathematical formulation of Ippis

Find X1 and X2 so asto

Maximize Z = X1 + X2

Subject to 2x; +x2 <400
X1+ 2X2 <400
X1> 0,%X2>0

Linear programming problems with two decison variables can be easly solved by graphical
method. A problem of three dimensions can also be solved by this method, but their graphical
solution becomes complicated.

Graphical method of solving Ipp :

Feasible Region
It isthe collection of all feasible solutions. In the following figure, the shaded area represents the
feasbleregion.

%
Feasible Region
P
S
T~
R X4
Convex Set

A region or a set R is convey, if for any two points on the set R, the segment connecting those
pointsliesentirely in R. In other words, it isa collection of points such that for any two points on
the set, the line joining the points belongs to the set. In the following figure, the line joining P
and Q belongsentirdly inR.



Feasible Region

Thus, the collection of feasble solutionsin a linear programming problem form a convex set
Graphical Method - Algorithm
1. Formulate the mathematical model of the given linear programming problem.

2. Treat inequalities as equalities and then draw the lines corresponding to each equation
and non-negativity restrictions.

3. Locatethe end points (corner points) on the feasible region.

4. Determine the value of the objective function corresponding to the end points determined
instep 3.

5. Find out the optimal value of the objective function.

Example problems

1. Find solution using graphical method
Max z = 15x; + 10x2

subject to

4x1 + 6x2 <= 360

3x1<=180

5x2 <= 200

and x1,x2>=0

Solution:
Since both the decision variables x. and x. are non-negative, the solution liesin the

first quadrant of the plane.

To draw constraint 4x;+6x,<360—(1)

Consder, 4x;+6x2=360
put x1=0 then x;=?

=4(0)+6x2=360



=6x2=360
=X>=360/6=60
When x2=0 then x;=?
=4%;+6(0)=360
=4x,=360

=x1=360/4=90

X1| 0 {90

X260 0

To draw constraint 3x1<180—(2)

consder, 3x;=180
=x,=180/3=60

Herelineisparald to Y -axis

X1/60

X2| O

To draw constraint 5x,<200—(3)

Consider, 5x,=200
=X,=200/5=40

Herelineisparald to X-axis

X10

X2 40

Step(2):

Now draw theline (1) with the points (0,60) and (90,0)
draw theline (2) paralle to X 1 Axis
and draw theline (3) paralld to X 2> Axis



N ew
"J---Io-.-n-\_

Theregion OABCD is called feasble region or solution space

And the extreme (or corner) pointsare

0(0,0) , A(60,0) , B(60,20) , C(30,40) , D(0,40)

Where, the point B(60,20) iscalculated by solving equations (1) & (2)
And the point C(30,40) iscalculated by solving equations (1) & (3)

The value of the objective function at each of these extreme pointsisasfollows:

Extreme Point Objective function value
Coordinates
z=15x1+10x2

(x1,x2)

0(0,0) 15(0)+10(0)=0
A(60,0) 15(60)+10(0)=900
B(60,20) 15(60)+10(20)=1100
C(30,40) 15(30)+10(40)=850

15(0)+10(40)=400

The maximum value of the objective function zz1100 occurs at the extreme
point (60,20).

Hence, the optimal solution to the given LP problemis: x1=60,x2=20 and max z=1100.

2. Solve the following LPP by graphical method
Minimize z = 5x1+4xz
Subject to congraints

4x1+ X2 > 40




2X1+3%2 > 90
and x1,x2>0
Solution:
Step-(2):

Todraw constraint 4xi+ X2 > 40------- (1)

Consder the equations 4x1+x2 =40
4Ax1+X 2 = 40 isaline pass ng through the points (0,40) and (10,0).
Any point lying on or above the line 4x1+x,= 40 satisfies the constraint 4x1+ x2 > 40.

To draw constraint 2x3+3x2 > 90 ------- (2)

Congder the equations 2 x1+3 x2 = 90

2x1+3x2 = 90 is a line passing through the points (0,30) and (45,0). Any point lying on or above
theline 2 x1+3x.= 90 satisfiesthe constraint 2x;+3x2 > 90.

Step-(2):

Draw the graph using the given congraints.

Since both the decision variables x; and x, are non-negative, the solution liesin the first quadrant
of the plane.

The feasible region is ABC (since the problem is of minimization type we are moving towards
the origin.



Corner(Extreme) Value of the abjective
Points function
Z= 5x1+4x2
A(45,0) 225
B(3,28) 127
C(0,40) 160

The minimum value of Z occurs at B(3,28).
Hence the optimal solutionisxy = 3, X2 = 28 and Zyin=127
3.Solve the following LPP by graphical method
Maximize Z = 3x1 + 4x2
Subject to
X1 —X2<-1
—X1+X2<0
and X1, X2 >0
Solution:
Step-(1)

Todraw constraint X1 — Xp < =1------- (D

Congder the equations xi— X2 = —1 x1— X2 = —1 is a line passing through the points (0,1) and (—
1,0)

Todraw constraint  —X3+x2 < 0 ------- (2)

Consder the equations—x1 + x2 =0
—X1 + X2 = 0 isaline passng through the point (0,0)

Step-(2)



Now we draw the graph satisfying the conditions x; — Xo < —1; —x1+X2 < 0 and X1, X2>0

Since both the decision variables x1, X2 are non-negative; the solution liesin the first quadrant of
the plane.

Thereis no common region(feas ble region) satisfying all the given conditions.

Hence the given L PP has no solution.

Simplex method of Solving L PP
Algorithm:

Step-1:

Formulate the Problem

a. Formulate the mathematical mode of the given linear programming problem.

b. If the objective function is minimization type then change it into maximization type.



c. All the Xgi>0. Soif any Xgi<0 then multiply the corresponding constraint by -1 to
make Xgi>0. So sgn < changed to > and vice versa

Minz=-Max (-2)

Or
Min z = - Max (z*)

d. Transform every < constraint into an = congtraint by adding a dack variable to every
congraint and assign a0 cost coefficient in the objective function.

Step-2:

Find out the I nitial basic solution
Find the initial basic feasble solution by setting zero value to the decision variables.

Step-3:

Now convert the congtraint equations into matrix form

Step-4:

Construct the starting simplex table (I nitial simplex table)

i.e; AX=b

Ci|Ci] C Cs | ... Ch|O|O0O|O 0 0 Min Ratio
= XB/ Xk
Cs Basic XB Non basic variables Basic variables For Xk >0
variables Where Xkis
X1 | X2 | X3 Xn| S1| & key column
Zj=Cg X;
A=Z;-C;

Test for Optimality
a. Calculate the values of Aj = Z;-Cj inthelast row of smplex table.

b. If all Aj=Z;-C; =0, the current basic feasible solution isthe optimal solution.
c. In Aj=Z;-C; < 0, then select the variable that has largest Aj=Z;-C; and enter this variable into the

new table. Thiscolumnis called key column (pivot column).

d. if corresponding to any negative Aj=Z;-C; ,all the e ements of the column X are negative or
zero (< 0) then solution under test will be unbounded

Step-4:

Test for Feasibility (variable to leave the basis)
a. Find theratio by dividing the values of Xg column by the positive values of key column




(say a;>0)

b. Find the minimum ratio and thisrow is called key row (pivot row) and corresponding variable
will leave the solution.

c. The intersection dement of key row and key columnis called key element (pivot element).

Step-5:
Deter mine the new solution
Now make the key el ement as zero and remaining elements in that column to zero by using the
row operations
Step-6:
Repeat the procedure
Goto step 3 and repeat the procedure until all the values of
Ai=Z;-C; =0
Example 1.

Use smplex method to solve the following Ipp
MAX Z =5x; + 10x2 + 8x3

subject to
3X1 + BX2 + 2x3< 60
4Ax1 + 4Xo + 4X3<T2
2X1 + 4x2 + 5x3<100
and X1,X2,X3>0
Solution:

Stepl: by introducing dack variables S;> 0 and S>> 0 in the L.H.S of the congtraints of given Ipp
Therefore, the congtraints of the lpp becomes
3X1 + 5X2 + 2X3t+ $5=60
4X1 + AXo + AXat+ S =72
2X1 + 4x2 + 5x3+S=100
and X1,X2,X3,51,$,5 >0

And modified objective function is
MAX Z = 5x; + 10x2 + 8x3 +0S;+0S,+0S3
Standard form of Ippis
MAX Z =5x; + 10x2 + 8x3 +0$:+0S+0S3
Subjectto  3x1 + 5x2 + 2x3+ S$1=60

4X1 + 4xo+ 4x3+ S =72

2X1 + 4X2 + 5x3+S3=100

and X1,X2,X3,51,5,S >0



Step 2: matrix form of Ipp
Step-3: Initial basc feasble solution (IBFS)

An IBFSisobtained by putting non basic variables X1=X>= X3=0 in the congtraint

equations
AnIBFSis$=60, $ =72, S=100

Step-3: Initial ssimplex table

Ci 5 10 8/ 0|0]O0
: : Min Ratio
Cs Basic Variables XB X1 X2 X3!S | S| S Xa/X,. X550
0 St 60 3 (5) 2111010 60/5=12—
0 S 72 4 4 4101110 72/4=18
0 S 100 2 4 51001 100/4=25
Zj=Cg X; 0 0 0 0O|0|0]|O
Aj=Z;-C S51-100 (8] 00| O
Negative minimum Z;-C; is-10 So, the entering variable is x..
Minimum ratiois 12 So, the leaving basisvariableis S;.
~ Thepivot dementisb.
Iteration-I:
R1(new)=R1(old) +5
R2(new)=R2(0old) - 4R1(new)
R3(new)=R3(old) - 4R1(new)
Cj 5 |10 8 0
: . Min Ratio
Cs Basic variables XB x1 | x2| x3 Sl | S2|S3 =XB/X3 (X5>0)
10 x2 12 06 | 1| 04 | 02 120.4=30
0 2 24 16 | 0| (24) | -08 242.4=10—




0 S3 52 04/ 0| 34 |08 0|1 523.4=15.2941

Zj=Cg X| 120 6 |10 4 2 0| O

A=Z;-C; 1 0| 4 2 0|0

Negative minimum Zj-Cj is-4 So, the entering variable isx3.

Minimum ratiois 10 So, the leaving basisvariableis S2.
~ Thepivot dementis2.4.

|teration-11

R2(new)=R2(old) +2.4

R1(new)=R1(old) - 0.4R2(new)

R3(new)=R3(ald) - 3.4R2(new)

] 5 10| 8 0 0 0

XB Bascvariables | XB x1 X2 | X3 S1 S2 S3
10 X2 8 03333 | 1| 0| 03333 | -0.1667 | O

8 X3 10 0.6667 | O | 1 | -0.3333 | 04167 | O

0 3 18 | -26667 | O | O | 03333 | -14167 | 1
Z=160 Z] 8.6667 | 10| 8 | 0.6667 | 1.6667 | O
Zj-Cj | 3.6667 | O | O | 0.6667 | 1.6667 | O

Sinceall zZj-Cj>0
Hence, optimal solution isarrived with value of variables as:
x1=0,x2=8,x3=10
Max Z=160
Artificial variabletechniques
INTRODUTION

LPP in which constraints may also have > and = signs after ensuring that at all b 0 i > are
congdered in this section. In such cases bas's of matrix cannot be obtained as an identity matrix
in the starting simplex table, therefore we introduce a new type of variable called the artificial
variable. These variables are fictitious and cannot have any physical meaning. The artificial
variable technique isa device to get the starting bas ¢ feas bl e solution, so that simplex procedure
may be adopted as usual until the optimal solution is obtained. To solve such LPP there are two
methods.

1. TheBig M Method or Method of Penalties.

2. The Two-phase Simplex Method.




BigM method

The Big-M-Method is an alternative method of solving a linear programming problem involving
artificial variables. To solve a L.P.P by simplex method, we have to start with the initial basic
feasible solution and construct the initial smplex table. In the previous problems we see that the
dack variables readily provided the initial basc feasble solution. However, in some problems,
the slack variables cannot provide theinitial bas c feasble solution. In these problems atleast one
of the constraint is of = or > type. “Big-M-Method is used to solve such L.P.P.

ALGORITHM

The Big M -method

The big M-method or the method of penalties consists of the following basic steps :
Step 1.

Express the linear programming problem in the standard form by introducing slack and/or
surplus variables, if any.

Step 2

Introduce non-negative variables to the left hand sde of all the constraints of (> or =) type.
These variables are called artificial variables. The purpose of introducing artificial variablesis
jugt to obtain an initial basic feasble solution. However, addition of these artificial variables
causes violation of the corresponding constraints. Therefore we would like to get rid of these
variables and would not allow them to appear in the optimum simplex table. To achieve this, we
assign a very large penalty ' — M ' to these artificial variables in the objective function, for
maximization objective function.

Step 3:
Solve the modified linear programming problem by s mplex method.

At any iteration of the usual simplex method there can arise any one of the following three cases

(a) Thereisno vector corresponding to some artificial variable, in the basis yp.
In such a, case, we proceed to step 4.

(b) There is at least one vector corresponding to some artificial variable, in the basisysg, at the
zero leve. That is, the corresponding entry in Xg is zero. Also, the co-efficient of M in each net
evaluation Z;- C(j = 1, 2, .... n) isnon- negative.

In such a case, the current basic feasible solution is a degenerate one. This is a case when an
optimum solution to the given L.P.P. includes an artificial basic variable and an optimum basic
feasble solution till exigts.



() At least one artificial vector is in the bass yg, but not at the zero level. That is, the
corresponding entry in Xg isnon-zero. Also coefficient of M in each net evaluation Z; - C; is non-
negative,

In this case, the given L.P.P. does not possess any feasible solution.
Step 4:

Application of simplex method is continued until either an optimum basic feasble solution is
obtained or thereis an indication of the existence of an unbounded solution to the given L.P.P.

Note. While applying smplex method, whenever a vector corresponding to some artificial
variable happens to leave the bas's, we drop that vector and omit all the entries corresponding to
its column from the simplex table.

1. Find solution usng Simplex method (Big M method)
MIN Z = 5x1 + 3x2

subject to
2x1 + 4x2 <12
2x1+2x2 =10
5x1+ 2x2 >10
and x1,x2>0
Solution:
Step-(1):

The problem is converted to Standard form by adding dack, surplus and artificial variables
1. Asthe congraint-1 is of type '<' we should add dack variable S1

2. Asthe congtraint-2 is of type '=" we should add artificial variable Al

3. Asthe congraint-3 is of type >' we should subtract surplus variable S2 and add artificial
variable A2

After introducing dack,surplusartificial variables
MinZ=5x1+3x2+0S1+0S2+MAl1+MA2

Subject to
2X1 + 4Xo + $§1=12
2x1+ 2x2+A1=10
5x1 + 2x2-S2+A2=10

and x1,x2,S1,32,A1,A2>0



Step-(2): Matrix form of Ipp
Step- (3): Initial Basic Feasible Solution (IBFS)

$=12,A1=10,A2=10

Step-(3):
Iteration-1
Cj 5 3 0 0 M M
B cB | XB x1 x2 | st| s2|AL|A2| MinRato
—XB/X1
Sl 0 12 2 4 1 0 0 0 122=6
Al M 10 2 0 0 1 0 102=5
A2 M 10 (5) 2 0 -1 0 1 105=2—
Z=20M Zj ™ aM O |-M| M M
Zj-Cj 7M-571 4M-3 0o | -M 0 0
Positive maximum Zj-Cj is7M-5 So, the entering variable is x1.
Minimum ratiois2 So, theleaving basisvariableis A2.
~ Thepivot dementisb.
Iteration-2
R3(new)=R3(old) +5
R1(new)=R1(old) - 2R3(new)
R2(new)=R2(old) - 2R3(new)
Cj 5 3 0 0 M
MinRatio
B CB XB x1 X2 S1 2 Al XBx?2
S1 0 8 0 (3.2 1 04 0 83.2=2.5—
Al M 6 0 12 0 04 1 61.2=5
x1 5 2 1 0.4 0 -0.2 0 20.4=5
Z=6M+10 Zj 5 1.2M+2 0 0.4M-1 M
Zj-Cj 0 1.2M-11 0 0.4M-1 0




Positive maximum Zj-Cj is1.2M-1 . So, the entering variable is x2.
Minimum ratiois 2.5 So, theleaving bassvariableis S1.

=~ The pivot eement is 3.2.

lteration-3
R1(new)=R1(old) +3.2
R2(new)=R2(old) - 1.2R1(new)
R3(new)=R3(old) - 0.4R1(new)
Cj 5|3 0 0 M
MinRatio
B CB| XB |x1]|x2 S1 2 Al XBS2
X2 3|25 |01 0.3125 0.125 0 | 2.50.125=20
Al M 3 0|0 -0.375 (0.25) 1 | 30.25=12—
x1 5 1 110 -0.125 -0.25 0
Z=3M+12.5 Zj 53| -0375M+0.3125 | 0.25M-0.875 | M
Z-Cj| 0 | 0| -0.375M+0.3125 | 0.25M-0.8751 | O

Positive maximum Zj-Cj is0.25M-0.875 So, the entering variable is S2.
Minimumratiois 12 So, the leaving basis variableis Al.
~ Thepivot dement is 0.25.

lteration-4
R2(new)=R2(old) +0.25

R1(new)=R1(old) - 0.125R2(new)

R3(new)=R3(old) + 0.25R2(new)




Cj 5 3 0 0

B CB XB x1 X2 S1 2 MinRatio
X2 3 1 0 1 05 0
Y 0 12 0 0 -1.5 1
x1 5 4 1 0 -0.5 0
Z=23 Zj 5 3 -1 0
Zj-Cj 0 0 -1 0

Sinceall Zj-Cj<0

Hence, optimal solution isarrived with value of variables as:
x1=4x2=1

Min Z=23
Algorithm Of Two phase simplex method
Stepsfor two-phase method

The procedure of removing artificial variablesisachieved in phase-1 of the solution and phase-
Il isrequired to get an optimal solution. Asthe solution of LPP is calculated in two phases, it is
known as Two-Phase Simplex M ethod.

Phasel - In this particular phase, the smplex method is applied to a exclusvely
congructed auxiliary linear programming problem leading to a final smplex table conssting
abasc feasble solution to the original problem.

Step 1 - Allot acost -1 to each artificial variable and a cost O to all the other variablesin the
objective function.

Step 2 - Makethe Auxiliary LPP in which the new objective function Z* isto be maximized
subject to the specified set of congtraints.

Step 3 - Work out the auxiliary problem through smplex method until either of the following
three poss bilities do occur

I.  MaxZ* <0and at least one artificial vector seemsin
the optimum basis at a pogitive level (Aj > 0). In this case, given problem does not have any
feasble solution?

ii. MaxZ* =0andat least oneartificial vector seemsin
the optimum basis at a zero level. I n this case one needs to proceed to phase-l1.




iii.  Max Z* =0and no one artificial vector seemsin the
optimum bag's. In this case one al so needsto proceed for phase-II.

Phase Il - Now allocate the actual cost to the variables in the objective function and a zero cost
to each artificial variable that seemsin the basisat the zero level. This new objective functionis
at present maximized by smplex method subject to the given congraints.

Simplex method is practically applied to the modified s mplex table achieved at the end of
phase-l, until an optimum basi ¢ feas bl e solution has been reached. The artificial variables which
are non-basic at the finish of phase-I are removed.

1.Find solution using Two-Phase method
Min z=5x; + 2x2 + 10x3
subject to
X1-X3<10
X2+ X3>10
and X1,X2,x3>0

Solution:
Phase-1:
Step-(1):
The problem is converted to canonical form by adding dack, surplus and artificial variables as

appropriate
1. Asthe congraint-1 is of type '<' we should add dack variable S1

2. Asthe condtraint-2 is of type >" we should subtract surplus variable S2 and add artificial
variable A1

After introducing dack,surplus,artificial variables
MinZ =A1
Subject to
X1 - X3+ S1=10
X2+ X3-Sp+A1 =10
and X1,X2,X3 S1, $,A1>0
Step-(2): Initial Basic Feasible Solution

S1=10, A1 =10

Step-(3):
Iteration-1

Cj 0 0 0 0 0 1




B CB XB x1 | x2 | x3 | s1 | &2 | A1 MinRatio
XBx2
S1 0 10 1 0 -1 1 0 0
Al 1 10 0 | 1 0 -1 1 101=10—
z=10 Zj 0 1 1 0 -1 1
Zj-Cj 0 11 1 0 -1 0
Postive maximum Zj-Cj is1 So, the entering variableisx2.
Minimum ratiois 10 So, the leaving basisvariableis Al.
~ The pivot dement is 1.
Iteration-2:
R2(new)=R2(old)
R1(new)=R1(old)
Cj 0 0 0 0 0
B CB XB x1 X2 x3 S1 S2 MinRatio
S1 0 10 1 0 -1 1 0
X2 0 10 0 1 1 0 -1
z=0 Zj 0 0 0 0
Zj-Cj 0 0 0 0
Sinceall zj-Cj<0

Hence, optimal solution isarrived with value of variables as:
x1=0,x2=10,x3=0

Min z=0

Phase-2:

We eliminate the artificial variables and change the objective function for the original,
Min z=5x1+2x2+10x3+0S1+0S2




Iteration-1 Cj 5 2 10 0 0
B CB XB x1 | x2 | x3 | S1 2 MinRatio
Sl 0 10 1 0 -1 1 0
X2 2 10 0 1 1 0 -1
z=20 Zj 0 2 2 0 -2
Zj-Cj 5|1 0| 8] 0 | -2
Sinceall Zj-Cj<0

Hence, optimal solution isarrived with value of variables as:
x1=0,x2=10,x3=0

Min z=20
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ASSIGNMENT PROBLEM
Definition of Assgnment Problem

Assignment problem is special class of the transportation problem in which the supply in each
row represents the availability of a resource such as man, vehicle, product and demand in each
column represents different activities to be performed, such as jobs, routes, milk plants
respectively is required. The name Assignment Problem originates from the classical problem
where the objective is to assign a number of origins (jobs) to equal number of destinations
(persons) at a minimum cost (or Maximum profit).

Suppose there are n jobs to be performed and n persons are available for doing these jobs.
Assume that each person can do each job at a time, though with varying degree of efficiency.
Let Cjjbe the cost if it person is assigned the ' job, the problem is to find an assignment so that
the total cost for performing all jobs is minimum. One of the important characteristics of
assignment problem is that only one job (or worker) is assigned to one machine (or project).
Hence, the number of sources isequal to the number of destinations and each requirement and
capacity value is exactly one unit.

The assignment problem can be stated in the form n x n cost matrix [C;;] of real number as given
below

Sources Jobs

(Milk

p| ant S) ! LI . o I )
Py Cu [C2 | ... Cy | ... Cin
P2 Ca [C2 | ... Cy | ... Con
Pi Ci [GC2 | ... CGi | ... Cin
Pn Cn Cr2 | ... an ..... Chn

Formulation of an Assignment Problem

Let us consider the case of a milk plant which has three jobs to be done on the three available
machines. Each machine is capable of doing any of the three jobs. For each job the cost depends
on the machine to which it is assigned. Costs incurred by doing various jobs on different
machines are given below



Machine

O|m|>
NN —

8
4
5

DO

The problem of assigning jobs to machines, one to each, so asto minimize total cost of doing all
the jobs, is an assignment problem. Each job machine combination which associates all jobs to
machines on one -to-one basis is called an assignment. In the above example let us write all the
possible assignments

Number Assignment Total Cost

1 Job A-Machine I, Job B -Machine Il, Job C- | 7+8+6=21
Machine 11l

2 Job A-Machine I, Job B -Machine IIl, Job C- | 7+9+5=21
Machinell

3 Job A-Machine IlI, Job B -Machine Ill, Job C- | 8+9+2=19
Machine

4 Job A-Machine I, Job B -Machine |, Job C- | 8+5+6=19
Machine 11

5 Job A-Machine Ill, Job B -Machine |, Job C- | 6+5+2=13
Machine Il

6 Job A-Machine 111, Job B -Machine II, Job C- | 6+4+2=12
Machine

As per the above assignment, the assignment number 6 having total cost 12 is minimum
therefore needs to be selected. But selecting assignment in this manner is quite time consuming.

M athematical Formulation of Assignment Problem

Using the notations described above, the assignment problem consist of finding the values
of Xij in order to minimize the total cost

T T

Minimize Z = ZZ CiiXi; 1=1,2,..,n;j=12,..,n
i=1j=1

Subject to restrictions

¥ = {1 if the i person is assigned to i job
! 0 if not



T
Z X;; = 1(only one job is done by the ™" person)
=1

Z X;; = 1(only one person should be assigned the it job)

i=1
where Xjj denotes the j™ job to be assigned to the i" person. An assignment problem could thus
be solved by Simplex Method.
We state below, the following theorems which have potential applications in finding out of the
optimal solution for assignment problems:

Balanced Assignment Problem: An assignment problem is said to be Balanced Assignment
problem if the number of facilities = the number of jobs.

i.e.; if the number of rows =number of columns
(On)

The cost matrix of an assignment problem is a square matrix then the assignment problem is
called as balanced

Unbalanced Assgnment Problem: An assignment problem is said to be Balanced Assignment
problem if the number of facilities # the number of jobs.

1. e ; if the number of rows # number of columns

(or) The cost matrix of an assignment problem is not a square matrix then the assignment
problem is called as Unbalanced

In this case by adding dummy row or dummy column with the zero cogs, the unbalanced A.P
can be converted into Balanced A.P

Maximization problem: There may be an assignment problem in the form of maximization
problem. For example, profits (or anything else like revenues), which need maximization may be
given in the cells instead of costs/times. To solve such a problem, we find the opportunity loss
matrix by subtracting the value of each cell from the largest value chosen from amongst all the
given cells. When the value of a cell is subtracted from the highest value, it gives the loss of
amount caused by not getting the opportunity which would have given the highest value. The
matrix so obtained is known as the opportunity loss matrix and is handled in the same way as the
minimization problem. Let us explain this case with the help of an example.

Solution of Assgnment Problem

Hungarian assignment method

The Hungarian method of assignment provides us with an efficient means of finding the optimal
solution. The Hungarian method is based upon the following principles:
(i) If aconstant is added to every element of a row and/or column of the cost matrix of an
assignment problem the resulting assignment problem has the same optimum solution as
the original problem or vice versa.



(if) The solution having zero total cost is considered as optimum solution.
Hungarian method of assignment problem (minimization case) can be summarized in the
following steps:
Step |:  Subtract the minimum cost of each row of the cost (effectiveness) matrix from all the
elements of the respective row so asto get first reduced matrix.

Step 11: Similarly subtract the minimum cost of each column of the cost matrix from all the
elements of the respective column of the first reduced matrix. Thisis first modified matrix.
Step 111:  Starting with row 1 of the first modified matrix, examine the rows one by one until a

row containing exactly single zero elements is found. Make any assignment by making that zero
in or enclose the zero inside a. Then cross (X) al other zeros in the column in which the
assignment was made. This eliminates the possibility of making further assignments in that
column.
Step 1V: When the set of rows have been completely examined, an identical procedure is applied
successively to columns that is examine columns one by one until a column containing exactly
single zero element is found. Then make an experimental assignment in that position and cross
other zeros in the row in which the assignment has been made.
Step V: Continue these successive operations on rows and columns until all zeros have been
either assigned or crossed out and there is exactly one assignment in each row and in each
column. In such case optimal assignment for the given problem is obtained.
Step VI: There may be some rows (or columns) without assignment i.e. the total number of
marked zerosiis less than the order of the matrix. In such case proceed to step VII.
Step VII: Draw the least possible number of horizontal and vertical linesto cover all zeros of the
starting table. This can be done as follows:
Mark (V) in the rows in which assignments has not been made.
Mark column with (\) which have zeros in the marked rows.
Mark rows with (V) which contains assignment in the marked column.
Repeat 2 and 3 until the chain of marking is completed.
Draw graight lines through marked columns.
Draw graight lines through unmarked rows.
By this Way we draw the minimum number of horizontal and vertical lines necessary to cover all
zeros at least once. It should, however, be observed that in all n x n matrices less than n lines will
cover the zeros only when there is no solution among them. Conversely, if the minimum number
of linesis n, there is a solution.
Step VIII: Inthis step, we
1. Select the smallest element, say X, among all the not covered by any of the lines
of the table; and
2. Subtract this value X from all of the elements in the matrix not covered by lines
and add X to all those elements that lie at the intersection of the horizontal and
vertical lines, thus obtaining the second modified cost matrix.
Step 1X: Repeat Steps 1V, V and VI until we get the number of lines equal to the order of matrix
[, till an optimum solution is attained.
Step X: We now have exactly one encircled zero in each row and each column of the cost
matrix. The assignment schedule corresponding to these zeros is the optimum assignment. The
above technique is explained by taking the following examples

O~ WNE

Example 1



A plant manager has four subordinates, and four tasks to be performed. The subordinates differ
in efficiency and the tasks differ in their intrinsic difficulty. This estimate of the times each man
would take to perform each task is given in the effectiveness matrix below.

I I {1V
8 26 |17 (11
13 (28 |4 26
38 |19 |18 |15
19 (26 |24 |10

Ol O m >

How should the tasks be allocated, one to aman, so as to minimize the total man hours?
Solution:

Here,

Number of rows=Number of columns =4

The given A.P is balanced

Step | : Subtracting the smallest element in each row from every element in that row, we get the
first reduced matrix.

0 18 |9 3
9 24 |10 22
23 |4 3 0
9 16 |14 (O

Step 11: Next, we subtract the smallest element in each column from every element in that
column; we get the second reduced matrix.
Step I111: Now we test whether it is possible to make an assignment using only zero distances.

0 14 |9 3
9 20 |0 22
23 |0 3 0
9 12 114 (O

(@ Sarting with row 1 of the matrix, we examine rows one by one until a row containing
exactly single zero elements are found. We make an experimental assignment (indicated



by) to that cell. Then we cross all other zeros in the column in which the assignment was
made.

(b) When the set of rows has been completely examined an identical procedure is applied
successively to columns. Starting with Column 1, we examine columns until a column
containing exactly one remaining zero is found. We make an experimental assignment in
that position and cross other zeros in the row in which the assignment was made. It is
found that no additional assignments are possible. Thus, we have the complete Zero
assignment,

A-1,B-1ll,C-II,D-1V

The minimum total man hours are computed as

Optimal assignment Man hours
A ->I 8
B ->l11 4
C->ll 19
D->1V 10
Total 41 hours
Example 2
A dairy plant has five milk tankers 1, 11, Il1, IV & V. These milk tankers are to be used on five

delivery routes A, B, C, D, and E. The distances (in kms) between dairy plant and the delivery
routes are given in the following distance matrix

I I [l v \%

A 160 130 175 190 200
B 135 120 130 160 175
C 140 110 155 170 185
D 50 50 80 80 110
E 55 35 70 80 105

How the milk tankers should be assigned to the chilling centers so as to minimize the distance
travelled?

Solution

Here,

Number of rows=Number of columns =5

The given A.P is balanced

Step |: Subtracting minimum element in each row we get the first reduced matrix as

30 (0 |45 (60 |70
15 |0 (10 |40 |55
30 (0 |45 [60 |75




0 0O (30 (30 |60
20 |0 |35 |45 |70

Step 11: Subtracting minimum element in each column we get the second reduced matrix as

30 ([0 (35 |30 |15
15 |0 |O 10 | O
30 (0O (35 |30 |20
0 0 [20 (O 5
20 |0 |25 |15 (15

Step I11: Row 1 has a single zero in column 2. We make an assignment by putting 0 around it
and delete other zeros in column 2 by marking X. Now columnl has a single zero in column 4
we make an assignment by putting O and cross the other zero which is not yet crossed. Column 3
has a single zero in row 2; we make an assignment and delete the other zero which is uncrossed.
Now we see that there are no remaining zeros; and row 3, row 5 and column 4 has no
assignment. Therefore, we cannot get our desired solution at this stage.

30 [[a][35 [30 |15 v
15 01110 1 11,
30 [35 |30 |20 \
0l 201 1s 17,
20 [ |25 [15 [15 N
N
Ly

Step 1V: Draw the minimum number of horizontal and vertical lines necessary to cover all zeros
at least once by using the following procedure
1. Mark () row 3 and row 5 as having no assignments and column 2 as having zeros in
rows 3 and 5.
2. Next we mark (V) row 2 because this row contains assignment in marked column 2. No
further rows or columns will be required to mark during this procedure.
3. Draw line L1 through marked col.2.
4.  Draw linesL2 & L3 through unmarked rows.



Step V: Select the smallest element say X among all uncovered elements which is X = 15.
Subtract this value X=15 from all of the values in the matrix not covered by lines and add X to
all those valuesthat lie at the intersections of the linesLy, L2 & La.

Applying these two rules, we get a new matrix

15 |0 |20 |15
15 |15]|0 10
15 |0 |20 |15

ol o ol o] O

Step VI: Now reapply the test of Step 111 to obtain the desired solution.
[15 X [20 |15
115 [15 [o] [10 [X
s (@320 (15 |5
O] (1520 [X |5
5 & [10 [ X |

The assignments are

A»V B> I Co» I D+ I E » 1

Total Distance 200 + 130 + 110 + 50 + 80 = 570
2. Find Solution of travelling salesman problem

Work\JOb A B C D E
A x15(8(4|5
B 5(x|7141|5




Solution:
Here,

Number of rows=Number of columns =5
The given A.P is balanced

m|O|O|®@| >

gld|lola|Z|>
||Vl
o|lw|Z|N|lo|O
o[ Z|lo|M||O
Slo|lo|lo|lv|m

Step-1: Find out the each row minimum eement and subtract it from that row

A|lB|C|D|E
AlM|1|4|0]|1]|¢4
B|1|M|[3]|0]|1]|(4
cl2l1|mM|2]|0]|(6)
D|o|0]|4|M| 4|4
E|lo|lo|1]|3|M|(5)

Step-2: Find out the each column minimum element and subtract it from that column.

A|B|C|D]|E

M|1|3|0]|1
B|l1 | M|2|0]|1
21| M| 2|0




O[O0 3|M]| 4

E|]O0O|O0O| 0] 3 |M

(-0)[{(-0)| (-1)| (-0)| (-0)

Iteration-1 of steps3to 6

Step-3: Make assignment in the opportunity cost table

Step-3: Make assignment in the opportunity cost table

(1) Row wise cell (A,D) isassigned, so column wise cell (B,D) crossed off.

(2) Row wise cell (C,E) is assigned

(3) Column wise cell (E,C) isassigned, so row wise cell (E,A),(E,B) crossed off.

(4) Column wise cell (D,A) is assigned, so row wise cell (D,B) crossed off.

Row wise & column wise assignment shown in table

AlB|C|D|E
AlM|1|3][0]1
Bl1|M|2|0|1
cl2|1|mM]|2][0
D|[0]]0]|3|M]|4
E|o|ol[0]3|M

Step-4: Number of assignments = 4, number of rows=5
Which is not equal, so solution is not optimal.

Step-5: Draw a set of horizontal and vertical linesto cover al the 0

Step-5: Cover the 0 with minimum number of lines
(1) Mark(v") row B since it has no assignment

(2) Mark(v") column D since row B has 0 in this column

(3) Mark(v") row A since column D has an assignment in thisrow A.

(4) Since no other rows or columns can be marked, therefore draw straight lines through the
unmarked rows C,D,E and marked columns D



Tick mark not allocated rows and allocated columns

A|lB|C|D|E
AlM|1|3]0]1|v/@)
Bl1|M|[2]|0|1|v(
cl2|1|M|2][0
D|[o]|0]|3|M]|4
E|lo]|o0l[0] 3|M

v
2

Step-6: Develop the new revised opportunity cost table

Step-6: Develop the new revised table by selecting the smallest element, among the cells not
covered by any line (say k = 1)

Subtract k = 1 from every element in the cell not covered by aline.

Add k = 1 to every element in the intersection cell of two lines.

AlB|C|D|E
AIM|0[2]0]|0
B|{O|M|1]|0]|O
cCil2(1|M|3]|0
D|O0O|O0O|3 M| A4
E{0|O0O|O0]|4|M

Repeat steps 3 to 6 until an optimal solution is arrived.

Iteration-2 of steps 3to 6
Step-3: Make assignment in the opportunity cost table
(1) Row wise cell (C,E) isassigned, so column wise cell (A,E),(B,E) crossed off.

(2) Column wise cell (E,C) isassigned, so row wise cell (E,A),(E,B) crossed off.



(3) Row wise cell (A,B) isassigned, so column wise cell (D,B) crossed off. and row wise
cell (A,D) crossed off.

(4) Row wise cell (D,A) isassigned, so column wise cell (B,A) crossed off.

(5) Row wise cell (B,D) isassigned

Row wise & column wise assignment shown in table

A|B|C|D|E

M|[0]| 2| 00

w|Z |-
w
S

m|o|loO|m| >
N

M
1
0
0

o] 4 |m

Step-4: Number of assignments = 5, number of rows=5
The solution gives the sequence : A—B,B—D,D—A

Step-3: Make assignment in the opportunity cost table
(1) Row wise cell (C,E) isassigned, so column wise cell (A,E),(B,E) crossed off.

(2) Column wise cell (E,C) isassigned, so row wise cell (E,A),(E,B) crossed off.

(3) Row wise cell (A,D) is assigned, so column wise cell (B,D) crossed off. and row wise
cell (A,B) crossed off.

(4) Row wise cell (B,A) isassigned, so column wise cell (D,A) crossed off.

(5) Row wise cell (D,B) isassigned

Row wise & column wise assignment shown in table

AlB|C|D|E
M|o|2][]|o
Bloj|M|1]0]0
2| 1|M| 3|[0]




ol[0]|3|M|4

E|lo|o|[0]] 4]|Mm

Step-4: Number of assignments = 5, number of rows=5
The solution gives the sequence: A—D,D—B,B—A

The above solution is not a solution to the travelling salesman problem as he visits each city only
once.

Iteration-3 of steps 3to 6

The next best solution can be obtained by bringing the minimum non-zero element, i.e., 1 into
the solution.

The cost 1 occurs a 2 places. We will consider all the cases separately until the acceptable
solution is obtained.

Case: 1 of 2 for minimum non-zero element 1
Make the assignment in the cell (B,C) and repeat Step-3.

Step-3: Make assignment in the opportunity cost table

(1) Row wise cell (B,C) isassigned, so column wise cell (E,C) crossed off. and rowwise
cell (B,A),(B,D),(B,E) crossed off.

(2) Column wise cell (A,D) is assigned, so row wise cell (A,B),(A,E) crossed off.

(3) Column wise cell (C,E) isassigned, so row wise cell (C,B) crossed off.

(4) Row wise cell (D,A) isassigned, so column wise cell (E,A) crossed off. and row wise
cell (D,B) crossed off.

(5) Row wise cell (E,B) is assigned

Row wise & column wise assignment shown in table

A/B|C|D|E

M 2 [[0]] 0

2 M| 3 |[0]

0
o|M|[]|o]|o
1
0

o|l0O|m| >

[0] 3|M|4




E|o|[0]]0|4]|M

Step-4: Number of assignments = 5, number of rows=5
The solution gives the sequence : A—D,D—A

Step-3: Make assignment in the opportunity cost table

(1) Row wise cell (B,C) isassigned, so column wise cell (E,C) crossed off. and rowwise
cell (B,A),(B,D),(B,E) crossed off.

(2) Column wise cell (A,D) is assigned, so row wise cell (A,B),(A,E) crossed off.

(3) Column wise cell (C,E) is assigned, so row wise cell (C,B) crossed off.

(4) Row wise cell (D,B) isassigned, so column wise cell (E,B) crossed off. and row wise
cell (D,A) crossed off.

(5) Row wise cell (E,A) isassigned

Row wise & column wise assignment shown in table

A/B|C|D|E

M|o|2][]|o0

o|Nv| O
|_\
<

m| O/ oOo|l®@| >
=
w

M| Z|lw|o
N

[0} o

Step-4: Number of assignments = 5, number of rows =5
The solution gives the sequence : A—~D,D—B,B—C,C—E,E—A
So solution is optimal

Optimal assignments are

A|B|C|D|E

2 [[0]] O

M| O
Blo|M|[g]o]o
2| 1|M| 3|[0]




ol[0]|3|M|4

El[0]]0|0|4]|M

Optimal solutionis

Work | Job | Cost
A D 4
B C 7
C E 6
D B 4
E A 5

Total | 26

Transportation Problem

Definition: The transportation problem is to transport various amounts of a
single homogeneous commodity that are initially stored at various origins, to
different destinations in such a way that the total transportation cost s minimum

> The objective of transportation problem is to determine the amount to be
transported from each origin to each destination such that the total
transportation cost is minimized.

M athematical for mulation:

Let there be m origins and n destinations. the amount of supply at thei th origin
Is a. the demand at j th destination is b.The cost of transporting one unit of an item
from origini to destinationj is ¢

And Quantity transported from origin i to destination j be x;

The objective is to determine the quantity x; to be transported over all routes (i,j) so
as to minimize the total transportation cost. The supply limits at the origins and the
demand requirements at the destinations must be satisfied.



The above transportation problem can be written in the following tabular form:

\“p"l‘"

| S5 L. J

Urngins

demand fr

Table-10.1

Now the linear programming model representing the transportation problem is
given by

“ "
The objective function is Minimize Z = EE( X, Subject to the constrainis
1ol
}__\- =q, =12, m (supply constraints)

-
X_r.—b j=1.2, o (demand constraints
]

5 201or all ij. | non.negative restrictions)

Some Definitions

Feasible Solution: A feasible solution to a transportation problem is a set of non-
negative values x;(i=1,2,..,m, j=1,2,...n) that satisfies the constraints.

Basic Feasible Solution: A feasible solution is called a basic feasible solution if it
contains not more than m+n-1 allocations, where m is the number of rows and n is
the number of columns in atransportation problem.

Optimal Solution: Optimal Solution is a feasible solution (not necessarily basic)
which optimizes (minimize) the total transportation cost.

Non degenerate basic feasible Solution: If a basic feasible solution to a
transportation problem contains exactly mtn-1 allocations in independent



positions, it is called a non degenerate basic feasible solution. Here mis the
number of rows and n is the number of columns in a transportation problem.

Degeneracy: |f a basic feasible solution to a transportation problem contains less
than m+n-1 allocations, it is called a degenerate basic feasible solution. Here m is
the number of rows and n is the number of columns in a transportation problem.

Balanced Transportation problem

In atransportation problemif thetotd availability (or Supply) fromal theoriginsis
equa to thetotal Requirement (Or demand) at al the destinations
le;

Tota supply = Tota demand
Such atransportation problem is known as balanced transportation problem.
Unbalanced Transportation problem
In atransportation problemif thetotal availability (or Supply) fromal theoriginsisnot
equa to thetotal Requirement (Or demand) at dl the destinations
le;

Total supply #Total demand
Such atrangportation problem is known as balanced transportation problem
The unba anced problem could be tackled by adding adummy destination or source
depending upon the requirement and the costs of shipping to this destination (or from source)
areset equd to zero. The zero cost cells are treated the same way asred cost cell and the
problem is solved asabaanced problem.

Methods of finding initial Basic Feasible Solutions

There are several methods available to obtain an initial basic feasible solution of a
transportation problem. We discuss here only the following three. For finding the
initial basic feasible solution total supply must be equal to total demand.

)

(i.e) Z”.”l = ib,

Method:1: North-West Corner Rule (NWC)

It is a simple method to obtain an initial basic feasible solution. Various steps
involved in this method are summarized below.



Step 1. Choose the cell (1,1) in the north- west corner of the transportation
(1,1)and allocate as much as possible in this cell so that either the capacity of first
row (supply)is exhausted or the destination requirement of the first
column(demand) is exhausted. (i.€) x. = min(as,b.)

Step 2: If the demand is exhausted (b. < a), move one cell right horizontally to the
second column and allocate as much as possible.(i.€) x.= min (& —Xu, b.)

If the supply is exhausted (b. > a;), move one cell down vertically to the second
row and allocate as much as possible.(i.e)X. = min (a,b. — X.)

If both supply and demand are exhausted move one cell diagonally and allocate as
much as possible.

Step 3: Continue the above procedure until all the allocations are made

Example 1

Obtain the initial solution for the following problem

A | B |C | Supply

1 2174 |5
2 3|31 |8
3 S|4 |7 |7
4 1(6|2 (14

Demand |7 | 9 | 18

Solution:

Step-(1):
Here total supply = 5+8+7+14=34, Total demand = 7+9+18=34



I.e; Total supply =Total demand

~The given problem is balanced transportation problem.

~ we can find aninitial basic feasible solution to the given problem.
Step-(11)

From the given table, The North West Corner cell is (1,1)

=~ The First allocation is made in the cell (1,1)

I.e. Xu =min(ag,b;)) = min (5,7) =5

=~ Supply of O is completely exhausted so remove first row to get reduced
transportation table

A B C Supply
(a)
(5)

1 2 7 4 5/0

2 3 3 1 8

3 5 4 7 7

4 1 6 2 14

). .
Demand 212 9 18

(b)

Reduced transportation table is



2 3 3 1
8
3 5 4 7 _
/
4 1 6 2
14
b 2 9 18

From the given table, The North West Corner cell is (2,1)
=~ The second allocation is made inthe cell (2,1)
1.8, Xz = Min(ag,b1- Xu) = min (8,2) = 2

=~ Demand of A is completely exhausted so remove first column to get reduced
transportation table

A B C a
(2)
3
2 : : 8/6
3 5 4 7 -
7
4 1 6 2
14
b, 2/0 9 18

Reduced transportation table is



4 6 2 14

b 9 18

|

From the given table, The North West Corner cell is (2,2)
=~ The third allocation is made in the cell (2,2)
I.e. X = min(a@g-X21,02) = min (6,9) = 6

~ Supply of O, is completely exhausted so remove second row to get reduced
transportation table

B C a
(6)
2 3 1 6/0
3 4 7 7
4 6 2 14
b 9/3 18

Reduced transportation table is

B C a
3|14 | 2|7
416 |2 |14
b. 3 18

I

From the given table, The North West Corner cell is (3,2)



=~ The Fourth allocation is made in the cell (3,2)
1.e. Xz = mMin(ag,bz-X22) = min (7,3) =3

~ Demand of B is completely exhausted so remove second row to get reduced
transportation table

B & a
3 . 4 7 7/4
4 6 2 14
b 3/0 18

Reduced transportation table is

C a

3 7 714

4 2 14

b 18

Here north west corner cell is (3,3)

I.e. Xs =min (4,18) = 4

& a,
(4)
3 7 4/0
4 2 14

b 18/14



Reduced transportation table and final alocation is x.. = 14

i a,
(14)
4 2 14/0
b, 14/0

Thus we have the following allocations

A B G a,
(5)
1 2 7 4 5
(2) (6)
2 3 3 1 8
(3) (4)
3 5 4 7 7
(14)
4 1 6 2 14
b, 7 9 18
IBFS is

Transportation schedule: 1— A, 2—A, 2—B, 3—B, 3—C, 4—-C
X11 =5, Xo1 =2, X2 =6, X3 =3, X3 =4, X2 =14

And The total transportation cost.
=5x2)+(2%x3)+6%x3)+(Bx4)+(4%x7)+ (14 % 2)
= Rs.102

Number of Allocations =6



m + n-1=4+3-1=6
Number of Allocations= m+ n-1

=~ The Solution is non degenerate

2. Determine an initial basic feasible solution to the following transportation
problem using North West corner rule.

D, D, D, D, Availability
9, 6 4 1 5 14
0, 8 9 2 7 16
0, 4 3 6 2 5
Requirement
4 10 15 4 35

Here O, and D, represent i+ origin and j» destination.
Solution:

Given transportation table is

Availability
b, Db, D, D, (a)
0, 6 |4 |1]5 14
0, 8 9 2 7 16
0, 4 3 6 2 5
Requirement
. 10 15 4 35
(b)

Total Availability = Total Requirement

=~ The given problem is balanced transportation problem.



Hence there exists a feasible solution to the given problem.

First allocation:

D, D, D, a,
6)
0, 6 4 1 14/8
0, 8 9 2 16
0, 4 3 6 5
b 6/0 10 15 35
Second allocation:
D, D, D, D, a
(6) (8)

0, 6 4 1 5 14/8/0
0, 8 9 2 7 16
0, 4 3 6 2 5
b 6/0 10/2 15 4 35

Third Allocation:



D, 0 D, D, ‘
in) (8
0, ¢ 4 1 5 14/8/0
O b 9 2 7 16/ 14
0, 4 1 6 2 5
B, &0 120 15 ‘ 35
Fourth Allocation:
D, D, D D,
(6) (8)
0, 6 4 1 3
(2) (14)
0, 8 9 2 7
0, 4 3 6 2
b, 6/0 10/2/0  15/1 4
Fifth allocation:
D, D, D, D, a,
o) [18)
0 '3 4 1 5 14/8%0
(8] 4)
(): 8 4 2 7 16/140
(L)
0, 4 3 & 2 54
b', a0 1020 1519 4 35

Final allocation:

14/8/0

16/14/0

35



D D, D D a,

(6) (8)
0, 6 4 1 5 14/8/0
(2 (14)
0, 8 9 2 7 16/14/0
(1) §)
0, 4 3 6 2 5/4/0
b, 6/0 10/2/0  15/1/0 4/0 35
IBFSis

Transportation schedule : O.— D,, O.—D., O.—D., O,—D;, O:—D;, O:—D..
X11 =6, X12 =8, X2 =2, X23 =14, X33 =1, X1 =4

The transportation cost

= (6 % 6)+(8 x 4)+(2 x 9)+(14 x 2)+(1 x 6)+(4 x 2) =Rs.128

Number of Allocations =6

m + n-1=3+4-1=6

Number of Allocations=m+ n-1

=~ The Solution is non degenerate

Method : 2 Least Cost Method (LCM)

The least cost method is more economical than north-west corner rulesince it
starts with a lower beginning cost. Various steps involved in this method are
summarized as under.

Step 1: Find the cell with the least(minimum) cost in the transportation table.
Step 2: Allocate the maximum feasible quantity to this cell.

Step:3: Eliminate the row or column where an allocation is made.



Step:4: Repeat the above steps for the reduced transportation table until all the
alocations are made.

Example 3

Obtain an initial basic feasible solution to the following transportation problem
using least cost method.

D D, D, D, Supply
0, 1 2 | 3] 4 6
0, £ | 3| 2 |5 8
0, 5 10

NS
|
o I I o8 ]
o | =

Demand

Here O, and D, denote i+ origin and j» destination respectively.
Solution:

From the given T.P

Total Supply = Total Demand = 24

= the given problem is a balanced transportation problem.
Hence there exists a feasible solution to the given problem.

Given Transportation Problem is:

D D, D, ; Stz{.;»l;;ly,
0, 1 |2[3]|4] 6
o0 |4]|3[2]|5] 8
0, 5| 2 |2 | | m
Demand & & &

(b)

The least cost is 1 corresponds to the cells (O,, D.) and (O;, D.)



Take the Céll (O,, D) arbitrarily.

Allocate X1;=Min (6,4) = 4 unitsto this cell.

D1 is exhausted
D ’ D2 1)5 D‘ a,
(4)
0, 1 2 3 4 |62
0, 4 3 2 5 8
0, 5 2 2 1 10
b 4/0 6 8 6

The reduced table is

(0 2 3 4 2

’ o
w
ro
W
0o

O 2 2 L 116

The least cost corresponds to the cell (O, D.).

Allocate X31 = min (10, 6) = 6 units to this cell.

D4 is exhausted



D, D, D, a

o, | 2 3 4 2

o, | 3 2 5 8
©

g, | 2 2 1 | 10/4

b 6 8  6/0

The reduced table is

a

=

o
w | O

Lo o

W

o O
oo |w |
co |t |

The least cost is 2 corresponds to the cells (O, D), (O,, Ds), (O, D.), (O, D5)
Allocate X1,=min (2,6) = 2 unitsto this cell.

Ol is exhausted
D“1 D3 a
(2)
0, 2 3 2/0
0, 3 2 8
0, 2 2 4
b 6/4 8

Thereduced table is



D2 D3 a

O, 32| 8
O,12(2] 4
bi 4 8

The least cost is 2 corresponds to the cells (O, Ds), (O, D.), (Os, Dy)
Allocate X23=min (8,8) = 8 units to this cell.

Both D3 and O3 are exhausted
D: Dj a,
(8)
0, 3 2 8/0
0, 2 2 4

b 4 8/0

The reduced table is

D2 a
0, 4
4

b :’

Here allocate X3,= 4 unitsin the cell (O,, D.)

D, a,
(4)
0, 2 4/0
b, 4/0

Thus we have the following allocations:



(4 (2)
0, 1 2 3 4 6/2/0
(8)
0, 4 3 2 5 8/0
(4) 6)
0, 5 2 2 1 10/4/0
b 4/0 6/4/0 8/0 6/0
IBFSis
Transportation schedule:

O1—- DI, O1-D2, 02—D3, O3—D2, O3—D4
X11=4, X12=2,X33=8,X3,=4,X34=6

Total transportation cost

= (Ax1)+ (2x2)+(8x2)+(4x2)+(6x1)

= 4+4+16+8+6

=Rs. 38.



Example 3

Determine how much quantity should be stepped from factory to various
destinations for the following transportation problem using the least cost method

Destination
C H K P Capacity

T 6 8 8 5 30
Factory B 5 11 9 7 40
M 8 9 7 13 50

Demand 35 28 32 25

Cost is expressed in terms of rupees per unit shipped.
Solution:

Total Capacity = Total Demand

=~ The given problem is balanced transportation problem.
Hence there exists a feasible solution to the given problem.

Given Transportation Problem is

Destination
cC H K p Capacity
(a)
T 6 8 8 5 30
Factory B 5 ¥l | 9 7 40
M 8 9 7 13 50

Demand

35 28 32 25
(b)



First Allocation:

C H K P “,
(25)

T| 6 8 8 5 |30/5
B 5 11 g 7 a0
M| 8 9 7 13 50

b 35 28 32 25/0

Second Allocation:
< H K P a
(25)
T| 6 8 8 5 | 30/5
{35)

B 5 11 = 7 40/5
M 8 9 7 13 50

b 3500 28 32 25/0

Third Allocation:
C H K P a,
25)
T| ¢ 8 8 5 Y5
{35)
b 5 11 9 7 40/5
(32)
M 8 9 7 13 50/1%
b 3%/ 28 3210 250




Fourth Allocation:

C H K P a,
(5) (25)
T 6 8 8 5 30/5/0
(35)
R 5 11 9 7 a0/s
(32)
M X 9 7 13 50418

b, 35/0  28/23 32/0 2510

Fifth Allocation:

C H K P )
(3) (25)
T 6 8 8 5 s/
(35
B 5 11 9 7 40/5
(18) (32)
M 3 9 7 12| 50/18/0

b 35/0 28/23/5 30 230

Sixth Allocation:

C H K P
(5) (25)
T| 6 8 8 5
(35) (5)
Bl 5 11 9 7
(18) (32)
M| 8 9 7 13

b}. 35/0 28/23/5/0 32/0 25/0

30/5/0

40/5/0

50/18/0



IBFSis

Transportation schedule :

T— H, T-P, B—»C, B»>H, M—H, M—K
X12=5 , X14=25, X11=35,X2=5,X 3=18,X33=32

The total Transportation cost = ( 5x8) + (25x5)+ (35%x5) + (5x11)+ (18x9) +
(32x7)

40+125+175+55+162+224

X781

Method:3 :Vogel’s Approximation Method(VAM)

Vogel’s approximation method yields an initial basic feasible solution which is
very close to the optimum solution.

Various steps involved in this method are summarized as under

Step 1: Calculate the penalties for each row and each column. Here penalty means
the difference between the two successive least cost in arow and in a column .

Step 2: Select the row or column with the largest penalty.

Step 3: In the selected row or column, allocate the maximum feasible quantity to
the cell with the minimum cost.

Step 4: Eliminate the row or column where al the allocations are made.
Step 5: Write the reduced transportation table and repeat the steps 1 to 4.
Step 6: Repeat the procedure until all the allocations are made.
Example 1

Find the initial basic feasible solution for the following transportation problem by
VAM



Distribution Centers  Availability
D D D, D

1 2 3 4

origin 51 11 13 17 14 250
S: 16 18 14 10 300

S,‘ 21 24 13 10 400

Requirement 200 225 275 250

Solution:

Here Yai = >b, = 950

(i.e) Total Availability =Total Requirement

~The given problem is balanced transportation problem.
Hence there exists a feasible solution to the given problem.

First let us find the difference (penalty) between the first two smallest costs in each
row and column and write them in brackets against the respective rows and
columns

S ) 8. 1B i MN) i

S, 11 24 13 n 400

Choose the largest difference (Penalty).

Here the largest difference (Penalty) is 5 which corresponds to column D. and D..
Choose either D.or D. arbitrarily. Here we take the column D.. In this column
choose the least cost. Here the least cost correspondsto (S, D.) .

Allocate X11=min (250, 200) = 200units to this Cell.



The reduced transportation table is

D, D D, a Penalty

s, 13 17 14 50/0 ]
A 5 14 10 500 4
S 24 13 10 400 3

b 225/175 275 250

Penalty 5 | |

Here the largest penalty is 5 which corresponds to column D.. In this column
choose the least cost. Here the least cost correspondsto (S, D) .

Allocate X12= min(50,175) = 50 units to this Cell.

The reduced transportation table is

D, D, D, a, Penalty
(175
S, 18 14 10 300/125 4
S, 24 13 10 400 3
b 175/0 275 250
Penalty 6 1 0

Here the largest penalty is 6 which corresponds to column D.. In this column
choose the least cost. Here the least cost correspondsto (S,, D) .

Allocate X2,=min(300,175) = 175 units to this cell.

The reduced transportation table is



D, D a, Penalty

(125)
S, 14 10 125/0 4
S, 13 10 400 3
b, 275 250/125
Penalty 1 0

Here the largest penalty is 4 corresponds to row S.. In this row choose the least
cost. Here the least cost correspondsto (S;, D.) .

Allocate X24= min(125,250) = 125 units to this Cell.

The reduced transportation table is

D D, a Penalty

3

S, 13 [ 10 (400 3
b, 275 125
Penalty

The Allocation is

D3 D4 a,
(275) (125)
33 13 10 400/275/0

b, 275  125/0

Thus we have the following allocations:



)
.S‘g 11 13 17 I 250
=
3, 16 I8 14 10 JOo
s 21 24 13 10 400
b 200 225 275 250
IBFSis
Transportation schedule :

S— D, S—D,, S—D,, S—D., S—D;, S—D.

X11=200,X 12=50,X 22=175,X 24=125,X 35=275,X 24=125

Total transportation cost

= (200 x 11) + (50 x13) + (175 x 18) + (125 x10) + (275 x13) + (125 x10)
=3 12,075

No. of Allocations =m+n-1=6

The solution is Non degenerate

Example

Obtain an initial basic feasible solution to the following transportation problem
using Vogel’s approximation method.

Ware houses Stores
l 11 11l IV Availability (a)
A [ s 1 3 ) 34
i [ 3 3 5 4 15
C (3] | J4 | 3 12
D 4 | 1 3 : 19
Hequirement 21 25 i7 17

:h'l

Solution:



Here Yai = Yb, = 80 (i.e) Total Availability =Total Requirement
~The given problem is balanced transportation problem.
Hence there exists a feasible solution to the given problem.

First Allocation:

I o om v a Penalty
.“ I 5 l 5 .‘ 3“ :
B 7 3 3 B 4 15 0
c 6 4 4 3 -
D | {19) 19/0 3
<4 1 4 5
t |
b 21 25/6 17 17
Penalty | 0 1 0
Second Allocation:
I 11 111 14Y a Penalty
(6)
A 5 1 3 3 34/28 2
B 3 3 5 4 15 0
C 6 4 4 3 12 1
b, 21 6/0 17 17
Penalty 2 2 1 0
Third Allocation:
| 1 v a  Penalty
| 5 3 | 3 28 0
112
B 3 5 4 15/0 1
C 6 £ | 3 12 1
b 21/6 L7 17
Penalty 2 | 0

Fourth Allocation:



1 11 v a
A 5 3 1| 28
12]
C 6 4 3 12/0
b, 6 17 1715
Penalty 1 1 0
Fifth Allocation:
1 111 v
(5)
A 5 3 3
6 17 5/0
Penalty - - -
Sixth Allocation:
I 111
(6) (17
A 5 23/6/0
6/0 17/0
Penalty - -

Penalty

28/23

Penalty

2

Thus we have the following allocations:

I | 111 AN
(6) l6) (17) {(5)
A 5 i 3 i
(15)
B 3 3 5 S
12)
C 6 ) 4 3
{19
D 4 1 4 5
b 21 25 17 17

0



IBFSis

Transportation schedule:

A— 1, A—Il, A—III, A—IV, B—I, C—I1V, D—II

X11=6, X12=6, X13=17, X14=5, X21=15, X34=12, X4,=19

Total transportation cost:

=(6x5)+(6+1)+ (17 x3)+ (5x3)+ (15x 3) + (12 x )+ (1 9 x1)
=30+6+51+15+45+36+19

=3202

No. of Allocations =m+n-1=7

The solution is Non degenerate

Some Definitions
Non-degenerate solution

A basic feasible solution of an m x n transportation problem is said to be non-degenerate, if it has
the following two properties:

(1) Starting BFS must contain exactly (m + n -1) number of individual allocations.

(2) These allocations must be in independent positions.
Here by independent positions of a set of allocations we mean that it is always impossible to
form closed loops through these allocations. The following table show the non-independent and
independent positions indicated by the following diagram:

Independent positions Non-independent positions
O O @) O
O Q AT
0 - del &
-

v

Closed loop

Degeneracy

If the feasible solution of a transportation problem with m origins and n destinations has fewer
than m+n-1 positive Xij (occupied cells), the problem is said to be a degenerate transportation
problem. Degeneracy can occur at two stages:

a) Attheinitial stage of Basic Feasible Solution.



b) During thetesting of the optimal solution.
To resolve degeneracy, we make use of artificial quantity.

Closed path or loop

Thisis a sequence of cellsin the transportation tableau such that
a) each pair of consecutive cells lie in either the same row or the same column.
b) no three consecutive cells lie in the same row or column.
c) thefirst and last cells of a sequence lie in the same row or column.
d) no cell appears more than once in the sequence.

OPTIMAL SOLUTION

After examining the initial basic feasible solution, the next step is to test the optimality of basic
feasible solution. Though the solution obtained by Vogel’s method is not optimal, yet the
procedure by which it was obtained often yields close to an optimal solution. So to say, we move
from one basic feasible solution to a better basic feasible solution, ultimately yielding the
minimum cost of transportation.

There are two methods of testing optimality of a basic feasible solution.
1. Modified Distribution method (MODI) or UV method
2. Stepping Stone method

By applying either of these methods, if the solution is found to be optimal, then problem is
solved. If the solution is not optimal, then a new and better basic feasible solution is obtained. It
is done by exchanging a non-basic variable for one basic variable i.e. rearrangement is made by
transferring units from an occupied cell to an empty cell that has the largest opportunity cost and
then shifting the units from other related cells so that all the rim requirements are
satisfied.

Modi [M odified Distribution M ethod] M ethod - Step-by-step procedure

Stepl

Determine an initial basic feasible solution using any one of the three methods:
1.North West Corner Rule

2.Matrix Minimum Method

3.Vogel Approximation Method

Step2

Each row, assign one ‘dual’ variable, say- ul, u2, u3...; for each column, assign on dual variable
—say, vl, v2,v3...

Now using the basic cells [which are assigned through any one of the three methods], and the
trangportation costs of those basic cells -Cij, we will determine the values of these ui and vj.
Determine the values of dual variables, ui and vj, using ui + vj = Cij Since the net evaluation is
zero for all basic cells, it follows that zij - cij = ui +v | - Cij , for all basic cells (i, j). So we can
make use of thisrelation to find the values of ui and vj



Step3
Compute the opportunity cost, for those cells, which are not allocated for any goods to be
transported [known as non-basic cells], using
dij= Cij -(ui +vj)

Step4d
1. Check the sign of each opportunity cost.
2. If the opportunity costs of all these unoccupied cells/ non-basic cells are either Positive or
zero

i.e dij >0, the solution is the optimal solution.
3. Onthe other hand, if one or more unoccupied cell has Negative entry / opportunity cost, it is
an indication that the given solution is not an optimal solution;
it can be improved and further savings in transportation cost are possible.
Step5
1. Select the unoccupied cell with the highest positive opportunity cost asthe cell to be included
in the next solution.
2. This cell has been left out / missed out by the initial solution method.
3. If thiscell isallocated, it will bring down the overall transportation cost
Stepb
Draw a closed path or loop for the unoccupied cell selected in the previous step. A loopin a
transportation table is a collection of basic cells and the cell, which is to be converted as basic
cell. It is formed in such away that, it has only even number cells in any row or column.
1. After identifying the entering variable Xrs, form aloop; this loop starts at the non-basic cell
(r, s) connecting only basic cells.
2. Assign alternate plus and minus signs at the unoccupied cells on the corner points of the
closed path with a plus sign at the cell being evaluated
3. Determine the maximum number of unitsthat should be shipped to this unoccupied cell.
4. The smallest value with a negative position on the closed path indicates the number of units
that can be shipped to the entering cell.
5. Now, add this quantity to all the cells on the corner points of the closed path marked with plus
signs, and subtract it from those cells marked with minus signs.
6. Inthisway, an unoccupied cell becomes an occupied cell.
7. Other basic cells, the quantity allocated are modified, in such away that without affecting the
row availability and column / market requirements
8. Such aclosed path exists and is unique for any non-degenerate solution.
Please note that the right angle turnin this path is permitted only at occupied cells and at the
original unoccupied cell.
Step7
Repeat the whole procedure until an optimal solution is obtained.



M odi method
Step-1:Find an initial basic feasible solution using any one of the three methods NWCM, LCM
or VAM.

Step-2: Find ui and vj for rows and columns. To start

a. assign 0 to ui or vj where maximum number of allocation in arow or column respectively.
b. Calculate other ui's and vj's using cij=ui+vj, for all occupied cells.

Step-3:For al unoccupied cells, calculate dij=cij-(ui+vj), .

Step-4: Check the sign of dij

a. If dij>0, then current basic feasible solution is optimal and stop this procedure.

b. If dij=0 then alternative soluion exists, with different set allocation and same transportation
cost. Now stop this procedure.

b. If dij<0, then the given solution is not an optimal solution and further improvement in the
solution is possible.

Step-5: Select the unoccupied cell with the largest negative value of dij, and included in the next
solution.

Step-6:Draw a closed path (or loop) from the unoccupied cell (selected in the previous step).
The right angle turn in this path is allowed only at occupied cells and at the original unoccupied
cell. Mark (+) and (-) sign alternatively at each corner, starting from the original unoccupied cell.

Step-7:1. Select the minimum value from cells marked with (-) sign of the closed path.

2. Assign this value to selected unoccupied cell (So unoccupied cell becomes occupied cell).
3. Add this value to the other occupied cells marked with (+) sign.

4. Subtract this value to the other occupied cells marked with (-) sign

Step-8:Repeat Step-2 to step-7 until optimal solution is obtained. This procedure stops when
all dij>0 for unoccupied cells.

Closed path or loop :

Thisis asequence of cellsin the transportation tableau such that
a) Each pair of consecutive cells lie in either the same row or the same column.
b) No three consecutive cells lie in the same row or column.



c) thefirst and last cells of a sequence lie in the same row or column.
d) no cell appears more than once in the sequence.

Example-1
Find Solution using Vogel’s Approximation method, also find optimal solution using modi
method,

D1|D2|D3|D4|Supply

S1 19|30 (50 |10 |7
S2 70 |30 |40 |60 |9
S3 40 70 |20 |18

Demand|5 (8 |7 |14

Solution:
TOTAL number of supply congtraints : 3
TOTAL number of demand constraints : 4

Problem Tableis
D1|D2|D3|D4 @“pp
s1 19|30 |50 |10 |7
P 70 |30 |40 |60 | 9
3 408 [70]20 (18
Demand|5 |8 |7 |14
Table-1
D1 D2 D3 D4 S}’)‘;’p Row Penalty
si 19 30 50 10 7 | 9=10-10
P 70 30 40 60 9 | 10=40-30
3 40 8 70 20 | 18 | 12=208
Demand| 5 8 7 14




Column

Penalty 21=40-19 | 22=30-8 | 10=50-40 | 10=20-10

The maximum penalty, 22, occurs in column D2.
The minimum cij in this column is c32 = 8.

The maximum allocation in this cell is min(18,8) = 8.
It satisfy demand of D2 and adjust the supply of S3 from 18 to 10 (18 - 8 = 10).

Table-2
D1 |D2| D3 D4 Sf)f’p Row Penalty

s1 19 |30| 50 10 7 | 9=19-10
) 70 | 30| 40 60 9 | 20=60-40
3 40 |8©®)| 70 20 10 | 20=40-20
Demand 5 0 7 14

Column | 511519 -~ | 10=50-40| 10=20-10

Penalty

The maximum penalty, 21, occurs in column D1.
The minimum cij inthis columnis cll = 19.

The maximum allocation in this cell ismin(7,5) = 5.
It satisfy demand of D1 and adjust the supply of S1 from7to 2 (7 - 5= 2).

Table-3
D1 |D2| D3 D4 S‘é‘;’p Row Penalty

s |195)| 30| 50 10 2 | 40=50-10
® | 70 |30]| 40 60 9 | 20=60-40
3 | 40 |88 70 20 10 | 50=70-20

Demand| 0 | O 7 14

Column _ o0

menalty |~ | | 10=50-40] 10=20-10




The maximum penalty, 50, occursin row S3.
The minimum cij in thisrow is c34 = 20.

The maximum allocation in this cell is min(10,14) = 10.
It satisfy supply of S3 and adjust the demand of D4 from 14 to 4 (14 - 10 = 4).

Table-4
D1 | D2 D3 D4 Supply | Row Penalty
S |19(5)| 30 50 10 2 40=50-10
SV 70 | 30 40 60 9 20=60-40

3 | 40 |8 70 20(10) | © -

Demand| O 0 7 4

Column

Penalty | -- | 10=50-40 | 50=60-10

The maximum penalty, 50, occurs in column D4.
The minimum cij in this columnis c14 = 10.

The maximum allocation in this cell ismin(2,4) = 2.
It satisfy supply of S1 and adjust the demand of D4 from4to 2 (4- 2= 2).

Table-5

D1 | D2 |[D3| D4 | Supply|Row Penalty

SsI |195)| 30 |50| 102 | © -

Y 70 | 30 (40| 60 9 20=60-40

3 | 40 |88)|70|20010)| O -

Demand| O 0|7 2

Column

Penalty |~ | 401 €0

The maximum penalty, 60, occurs in column D4.

The minimum cij in this column is c24 = 60.



The maximum allocation in this cell ismin(9,2) = 2.
It satisfy demand of D4 and adjust the supply of 2 from9to 7 (9-2=7).

Table-6

D1 | D2 D3| D4 | Supply|Row Penalty

st [195)] 30 |50| 102 | © -

2 | 70 | 3040|6002 | 7 40

3 | 40 |88)|70|20010)| O .

Demand| O 0|7 0

Column
Penalty

The maximum penalty, 40, occursin row .
The minimum cij inthisrow is c23 = 40.

The maximum allocation in this cell ismin(7,7) = 7.
It satisfy supply of &2 and demand of D3.

Initial feasible solution is

D1 | D2 | D3 | D4 | Supply Row Penalty

Sl |195)| 30| 50 | 102 | 7 9| 9|40|40]|--|--|

S | 70 | 30(40(7)| 60(2) | 9 |10]20|20(20]20]40]

3 40 |8(8)| 70 |20(10)| 18 12120|50|--|--|--|

Demand| 5 8 7 14

21 | 22| 10 10

21 | -- | 10 10
Column| -- -- 10 10
Penalty | -- -- | 10 50
-- -- | 40 60
-- - | 40 --

The minimum total transportation cost =19x5+10x2+40x7+60x2+8%8+20x10=779



Here, the number of allocated cells=6isequaltom+n-1=3+4-1=6
~ This solution is non-degenerate

Optimality test using modi method...
Allocation Tableis

D1 |D2 |D3 |D4 | Supply

s 19(5)|30 |50 [10(2) |7
) 70 (30 |40(7)|60(2) |9
3 40 |8(8)|70 |20(10)]18

Demand |5 8 7 14

Iteration-1 of optimality test
1. Find ui and vj for all occupied cells(i,j), where cij=ui+vj

1. Substituting, v4=0, we get
2.c14=ul+v4=ul=cl4-v4=ul=10-0=ul=10
3.c11=ul+vl=v1=cl1l-ul=v1=19-10=v1=9
4.c24=u2+vi4=u2=c24-vA=u2=60-0=-u2=60
5.¢23=u2+Vv3=v3=c23-u2=Vv3=40-60=v3=-20
6.c34=u3+v4=u3=c34-v4=u3=20-0=u3=20

7.€32=u3+Vv2=Vv2=c32-u3=Vv2=8-20-v2=-12

D1 (D2 D3 D4 Supply | ui

s 19(5(30 |50 [|10(2) |7 u1=10
) 70 (30 |40(7) |60(2) |9 u2=60
3 40 |8(8) |70 |20(10)[18  |u3=20
Demand |5 |8 7 14

Vj v1=9 =-12 |{v3=-20|v4=0




2. Find dij for all unoccupied cells(i,j), where dij=cij-(ui+vj)
1.d12=c12-(u1+v2)=30-(10-12)=32
2.d13=c13-(u1+v3)=50-(10-20)=60
3.d21=c21-(u2+v1)=70-(60+9)=1
4.d22=c22-(u2+v2)=30-(60-12)=-18
5.d31=c31-(u3+v1)=40-(20+9)=11

6.d33=c33-(u3+V3)=70-(20-20)=70

D1 |D2 D3 |D4 | Supply|ui
s1 19(5) |30[32] |50[60]|10(2) |7 u1=10
) 70[1] |30[-18]|40(7) |60(2) |9 u2=60
3 40[11]|8(8) |70[70]|20(10)[18  |u3=20
Demand | 5 8 7 14
Vi v1=9 |v2=-12 |v3=-20|v4=0

3. Now choose the minimum negative value from all dij (opportunity cost) = d22 = [-18]
and draw a closed path from 2D2.
Closed path is 2D2—2D4—S3D4—S3D2

Closed path and plus/minus sign allocation...

D1 D2 D3 D4 Supply | ui
SL 19 (5) |30[32] 50 [60] | 10 (2) 7 ul=10
S 70[1] |30[-18] (+)|40(7) |60(2) (-) |9 u2=60
3 40[11]|8(8) () | 70[70]|20 (10) (+)| 18 u3=20
Demand | 5 8 7 14
Vj v1=9 =-12 v3=-20 | v4=0




4. Minimum allocated value among all negative position (-) on closed path = 2
Substract 2 fromall (-) and Add it to all (+)

D1 |D2 |D3 |D4 | Supply

s 19(5)|30 |50 |10(2) |7
) 70 [30(2)|40(7)|60 9
3 40 |8() |70 |20(12)]18

Demand |5 8 7 14

5. Repeat the step 1 to 4, until an optimal solution is obtained.

Iteration-2 of optimality test
1. Find ui and vj for all occupied cells(i,j), where cij=ui+vj

1. Substituting, ul=0, we get
2.c11=ul+vl=v1=cl1-ul=v1=19-0=v1=19
3.c14=ul+v4=v4=cl4-ul=v4=10-0=v4=10
4.c34=u3+v4=u3=c34-v4=u3=20-10=u3=10
5.C32=u3+Vv2=v2=c32-u3=Vv2=8-10=v2=-2
6.C22=u2+Vv2=u2=c22-v2=>u2=30+2-u2=32

7.C23=u2+V3=V3=Cc23-u2=Vv3=40-32=Vv3=8

D1 D2 |D3 |D4 Supply | ui

s1 19(5)[30 |50 [10(2) |7 u1=0
Y 70  [30(2)|40(7)|60 9 u2=32
3 40 |8() |70 |20(12)[18  |u3=10

Demand | 5 8 7 14

Vj v1=19|v2=-2|v3=8 |v4=10




2. Find dij for all unoccupied cells(i,j), where dij=cij-(ui+Vvj)
1.d12=c12-(ul+v2)=30-(0-2)=32
2.d13=c13-(ul+v3)=50-(0+8)=42
3.d21=c21-(u2+v1)=70-(32+19)=19
4.d24=c24-(u2+v4)=60-(32+10)=18
5.d31=c31-(u3+v1)=40-(10+19)=11

6.d33=c33-(U3+V3)=70-(10+8)=52

D1 |D2 |D3 |D4 Supply | ui
S1 19(5) [30[32]|50([42]|10(2) |7 ul=0
Y 70[19]|30(2) |40 (7) |60[18] ]9 u2=32
¢ 40[11]|8(6) |70[52]|20(12)| 18 u3=10
Demand | 5 8 7 14
Vj vl=19 |v2=-2 (v3=8 |[v4=10
Since all dij>0.

So final optimal solution is arrived.

D1 |D2 |D3 |D4 |Supply

s1 19(5[30 |50 [10(2) |7
Y 70 |30(2)|40(7)|60 9
3 40 |86 |70 |20(12)]18

Demand | 5 8 7 14

The minimum total transportation cost =19x5+10x2+30x2+40x7+8x6+20x12=743




Stepping Stone M ethod

Step-1.

Find an initial basic feasible solution using any one of the three methods NWCM, LCM or
VAM.

Step-2:

1. Draw aclosed path (or loop) from an unoccupied cell. The right angle turnin this path is
allowed only at occupied cells and at the original unoccupied cell. Mark (+) and (-) sign
alternatively at each corner, starting from the original unoccupied cell.

2. Add the transportation costs of each cell traced in the closed path. Thisis called net cost
change.

3. Repeat this for al other unoccupied cells.

Step-3:

1. If al the net cost change are >0, an optimal solution has been reached. Now stop this
procedure.

2. If not then select the unoccupied cell having the highest negative net cost change and draw a
closed path.

Step-4:

1. Select minimum allocated value among all negative position (-) on closed path

2. Assign this value to selected unoccupied cell (So unoccupied cell becomes occupied cell).
3. Add this value to the other occupied cells marked with (+) sign.

4. Subtract this value to the other occupied cells marked with (-) sign.

Step-5:

Repeat Step-2 to step-4 until optimal solution is obtained. This procedure sops when all net cost
change >0 for unoccupied cells.

2. Stepping Stone M ethod

In this method, the net cost change can be obtained by introducing any of the non-basic variables
(unoccupied cells) into the solution. For each such cell find out asto what effect on the total cost
would be if one unit is assigned to this cell. The criterion for making a re-allocation is simply to
know the desired effect upon various costs. The net cost change is determined by listing the unit
costs associated with each cell and then summing over the path to find the net effect. Signs are
alternate from positive (+) to negative (-) depending upon whether shipments are being added or
subtracted at a given point. A negative sign on the net cost change indicates that a cost reduction
can be made by making the change while a positive sign will indicate a cos increase. The
stepping stone method for testing the optimality can be summarized in the following steps:

Steps
1. Determine an initial basic feasible solution.

2. Make sure that the number of occupied cells is exactly equal to m+n-1, where m is number
of rowsand nisnumber of columns.

3. Evaluate the cogt effectiveness of transporting goods through the transportation routes not
currently in solution. The testing of each unoccupied cell is conducted by following four
steps given as under:



a Select an unoccupied cell, where transportation should be made. Beginning with this

cell, trace a closed path using the most direct route through at least three occupied
cells and moving with only horizontal and vertical moves. Further, since only the cells
at the turning points are considered to be on the closed path, both unoccupied and
occupied boxes may be skipped over. The cells a the turning points are called
Stepping Stone on the path.

Assign plus (+) and minus (-) sign alternatively on each corner cell of the closed path
traced starting a plus sign at the unoccupied cell to be evaluated.

Compute the net change in the cost along the closed path by adding together the unit
cost figures found in each cell containing a plus sign and then subtracting the unit cost
in each square containing the minus sign.

Repeat sub step (@) through sub step (b) until net change in cost has been calculated
for all unoccupied cells of the transportation table.

4. Check the sign in each of the net changes .If all net changes computed are greater than or
equal to zero, an optimal solution has been reached. If not, it is possible to improve the
current solution and decrease total transportation cost.

5. Select the unoccupied cell having the highest negative net cost change and determine the
maximum number of units that can be assigned to a cell marked with a minus sign on the
closed path, corresponding to this cell. Add this number to the unoccupied cell and to other
cells on the path marked with a plus sign. Subtract the number from cells on the closed path
marked with a minus sign.

6. Go to step 2 and repeat the procedure until we get an optimal solution.

Find Solution using Voggel's Approximation method, also find optimal solution using stepping stone

method

D1 |D2 |D3 |D4 | Supply
S1 11 (13 |17 |14 |250
S2 16 (18 |14 |10 | 300
S3 21 |24 |13 |10 [400
Demand | 200|225| 275|250
Solution:

TOTAL number of supply constraints : 3
TOTAL number of demand constraints : 4
Problem Table is

D1 |D2 (D3 [D4 [ Supply

S 11 (13 (17 |14 | 250
) 16 (18 (14 |10 | 300
¢ 21 |24 |13 |10 | 400




Demand | 200 | 225 | 275 | 250
Table-1
D1 D2 D3 D4 Supply | Row Penalty

S1 11 13 17 14 250 2=13-11
S 16 18 14 10 300 4=14-10
St} 21 24 13 10 400 3=13-10

Demand| 200 225 275 250

Column | 5_16 11| 5-18-13| 1=14-13 | 0=10-10

Penalty

The maximum penalty, 5, occurs in column D1.

The minimum cij in this column is c11=11.

The maximum allocation in this cell is min(250,200) = 200.

It satisfy demand of D1 and adjust the supply of St from 250 to 50 (250 - 200=50).

Table-2
D1 D2 D3 D4 Supply | Row Penalty

s |11(200)| 13 17 14 50 1=14-13
S 16 18 14 10 300 4=14-10
S 21 24 13 10 400 3=13-10

Demand| 0 225 275 250

Column | |5_18.13|1=14-13| 0=10-10

Penalty

The maximum penalty, 5, occurs in column D2.

The minimum cij in this column is c12=13.

The maximum allocation in this cell is min(50,225) = 50.
It satisfy supply of S1 and adjust the demand of D2 from 225 to 175 (225 - 50=175).

Table-3
D1 D2 D3 Da Supply | Row Penalty
S 11(200) | 13(50) 17 14 0 -
S 16 18 14 10 300 4=14-10
S 21 24 13 10 400 3=13-10
Demand 0 175 275 250
Column - 6=24-18 | 1=14-13| 0=10-10




Penalty

The maximum penalty, 6, occurs in column D2.
The minimum cij in this column is c22=18.

The maximum allocation in this cell is min(300,175) = 175.
It satisfy demand of D2 and adjust the supply of S from 300 to 125 (300 - 175=125).

Table-4
D1 D2 D3 D4 Supply | Row Penalty
S [11(200)| 13(50) 17 14 0 -
54 16 18(175) 14 10 125 4=14-10
5] 21 24 13 10 400 3=13-10
Demand 0 0 275 250
Column | - |1=1413| 0=10-10
Penalty

The maximum penalty, 4, occurs in row .
The minimum cij in this row is c24=10.

The maximum allocation in this cell is min(125,250) = 125.
It satisfy supply of S and adjust the demand of D4 from 250 to 125 (250 - 125=125).

Table-5
D1 D2 D3 D4 Supply | Row Penalty
S |11(200)| 13(50) | 17 | 14 0 -
® 16 |18(175)| 14 |10(125)|| © -
Nt 21 24 13 10 400 3=13-10
Demand 0 0 275 125
|| - [m] w0

The maximum penalty, 13, occurs in column Da3.
The minimum cij in this column is ¢33=13.

The maximum allocation in this cell is min(400,275) = 275.
It satisfy demand of D3 and adjust the supply of S3 from 400 to 125 (400 - 275=125).

Table-6

D1 D2 D3 Da Supply | Row Penalty

S [11(200)| 13(50) | 17 14 0 -




) 16 [18(175)| 14 |[10(125) O -
] 21 24 13(275) 10 125 10
Demand 0 0 0 125
Column
Penalty - - - 10

The maximum penalty, 10, occurs in row Ss.
The minimum cij in this row is ¢34=10.
The maximum allocation in this cell is min(125,125) = 125.

It satisfy supply of S3 and demand of Da4.

Initial feasible solution is

D1 D2 D3 D4 Supply Row Penalty
S 11(200) [ 13(50) 17 14 250 2 I I I Y
) 16 18(175) 14 10(125) || 300 41 4] 4] 4]-]|-]|
= 21 24 | 13(275)|10(125)| 400 | 3] 3| 3| 3| 3|10]

Demand 200 225 275 250

1 0

1 0

Column -- 1 0
Penalty - - 1 0
13 10

10

The minimum total transportation cost =11x200+13x50+18x175+10x125+13%x275+10%125=12075

Here, the number of allocated cells=6isequaltom+n-1=3+4-1=6
~ This solution is non-degenerate

Optimality test using stepping stone method...
Allocation Table is

D1 D2 D3 Da Supply
S 11 (200) | 13 (50) |17 14 250
57 16 18 (175) | 14 10 (125) || 300
3 21 24 13 (275) | 10 (125) || 400
Demand | 200 225 275 250

Iteration-1 of optimality test



1. Create closed loop for unoccupied cells, we get

Unoccupied cell Closed path Net cost change
SiD3 SiID3—»S1D2—»SD2—»SD4—-»D4—IBD3|17 - 13 + 18 - 10 + 10 - 13=9
SiD4 S1D4—S1D2—SD2—SD4 14 -13+18-10=9
D1 SD1-»SD2—-SD2—S1D1 16-18 +13-11=0
D3 $D3—->SD4—->S3D4—-ID3 14-10+10-13=1
D1 $D1->ID4—->SD4—->SD2—S1D2—SD1|21 - 10 + 10 - 18 + 13 - 11=5
D2 D2 SD4—SD4—-SD2 24-10+10-18=6

Since all net cost change >0

So final optimal solution is arrived.

D1 D2 D3 D4 Supply
S 11 (200) | 13 (50) |17 14 250
® 16 18 (175) | 14 10 (125) [ 300
5 21 24 13 (275) | 10 (125) || 400
Demand | 200 225 275 250

The minimum total transportation cost =11x200+13x50+18x175+10x125+13%275+10x125=12075



Unit-1V
Decision Theory

INTRODUCTION

As an individual, we make many decisions every day. Sometimes these decisions are highly
important and may have a long-term impact on our future. Decisions about the selection of a
vehicle, purchase of a plot, renting a farm, investment in shares/stocks, etc, are all important
decisions and one would like to make a correct choice out of the 2

available alternatives. Decision theory is defined as a body of several methods which
facilitate the decision-maker to select wisely the best course of action from amongst several
alternatives.

Types of Decisions

1. DECISION MAKING UNDER CERTAINTY:: Decision makers know with certainty the
conseguence of every alternative or decision choice. Naturally they will choose the
alternative that will result in the best outcome.

Exampleis making a fixed deposit in a bank.
2. DECISION MAKING UNDER UNCERTAINTY:

Several criteria exist for making decision under these conditions:
1. Maxi max (optimistic)

2. Maxi min (pessimistic)

3. Criterion of realism (Hurwitz)
4.Equallylikely(Laplace)
5.Minimaxregret

A CASE STUDY

» John Thompson is the President of Stewarts & Lloyds of India Itd.

» John Thompson’s problem isto identify whether to expand his product line by
manufacturing and marketing and product: washing machine.

> Inorder to make a proposal for submitting to his board of directors, Thompson
thought of following three alternatives that are available to him.

1. To construct alarge new plant to manufacture the washing machine
2. To construct asmall plant to manufacture the washing machine

3. No plant a al (that is he has the option of not developing the new product line.



» Thompson determines that there are only two possible states of natures:

1. The market for the washing machine could be favorable meaning that thereis a high
demand for the product

2. It could be favorable, meaning that there is a low demand for the washing machine.John
Thompson evaluated the profit associated with various outcomes. He thinks. With a favorable
market, alarge facility would result in a profit of Rs.2,00,000 to his firm. But Rs.2, 00, 000 is
aconditional value because Thompson's receiving the money is conditional upon both his
building a large factory and having a good market.

The large facility and unfavorable market would result in net loss of Rs.1,80,000.

» A small plant with a favorable market would result in a net profit of Rs.100,000.

» A small plant with unfavorable market would result in a net loss of Rs.20,000.

» Doing nothing, that is neither to make large facility nor asmall plant, in either market
would result in no profits.
The decision table or pay off table for Thompson's conditional values is shown in

table
ALTERNATIVES . STATES OF NATURE
| Favorable Unfaverable
Maorket (Es.) Market (Es.)
Consiruct a 2UH0 0 = | S0 (M
Large plant
Construct a I FORC 0N - 20 (D
amall plant
Do nothing (1] 0

IMaximax criteria

SIAXIN AN ¢ The maximax criterien is used o find the ahermative that moximises the
maximum payetl First locate the maxmanm pavail {or each allemative. and ihen pack thai
altermative with 1he inmemum sumbes, I lesates e aliernative wah the i'|i;.'|ll."~l '.ll'm1|:-|l.: Edil
thevetome it is called an oprimlstle declsbon criterla, Thempeon's moximas cholce i the first
altematrve “constrwct o large plang™.

PABLE 1 = THOMNMEPSONS ALARIMAN [PECTSION

ALTERMATIVES STATES OF NATURE BMANIMLUN IN A
Favorable Unfavorable HOIW (R
Market (Rs.) Market {Rs.)

Constrack a I.'||*g|,' I CHE) = [ R, 00D 2E TN

pl.ml MANINIAX

LConsiruct o smndl FLELERELE < 20040000 1 (H3, DD

Pl 2t

[ |.|ll!|:|i|I:' 1] il i}




2.Maximin criteria

MAXIMIN = The maximen criterion is used 1o find the altermative that mocammses the
minimum payofl or consequence for every altemative. First locate the manmium pavoell for
each allemative and then pack that altermative with the maximmem pavoff, This decision
eriterion locates the aliemative that gives the best of the worst {mind mom) payoeffs_ and thus
it 15 called a pessimdstbe declsion criterion, This cnteron guarantess that the payodt WILL
BE AT LEAST THE MAXIMIN VALUE, Thompson's maximin cheice 13 *do nothing™.
TABLE I ¢ THOMPSON'S ALANIMIN DECISION

STATES OF NATURE
MIMINLIR I A
ALTERNATIVES | Favorable Unfavorable ROW
Market (Rs.) | Market (Rs.) )
Comstruet a farga 200, (W00 - FRO_D00 - 1810 )
phami
Comstruet o smnll [LRIFRY L] = 20, (M = 20N
plag
D pothing { i L
WLAKINIEY

3. Criterion of Realism

CRITERON OF REALISM (HURWICE CRITERION)

The criterion of realism is 4 compromdse between an optimistic and o pessimistic decision. A
cocflicient of realism (o ) is wsed o messure the degree of optimism of the decision
maker, this eoefficient, @ hes between o and 1, The weighted aversge 1= computed as follows;
Weighted average = (o) x (maximuom in row) <+ (1 — o) x (minimon in row)

In the ziven eose, John Thompson sets o = 080 and thes the best decision would be 1o
comnstroct a large plant as shovwn i table 3 below,

TABLE 3 : THOMPSON'S CRITERION OF REALISM DECISION

STATES OF NATURE

CRITERDN OF REALSK

. DR WEIGHTED
ALTERNATIVES Faverahle Unfavereble Marke AVERAGE
Slagken (Ks ) iBs.} o =80}
Constnet o lacge plan RERTUER - | Wik i s, '| -l-lll.l'll.'l
REALISK
Coinet a sl plaan | R 0 - 20 [ T K
Do pocadmee [ i [




4.Criterion of equality likely

EQUALLY LIKELY (LAPLACE}) ¢

This eriterion wses all the pavoffs for cach alternative . this 1= also enlled laplace, decrsion
eriterion. This eriterin finds the average payoff for each alternative and select the
alternative with highest average. This criterion assumes that all probahility of eccurance
for the state of natures are equal, and thus each state of nature 1= equally likely, Thompeon’s
wholes as per this eritenon 8 the second altemmanve, “constraet a small plant™,

TABLE 4 : THOMPSON'S EQUALLY LIKELY DECTSTON

STATES OF MATURE
i : BOW AVERAGE
ALTERNATIVES Favarable [mnfaverahle Market iRs b
Bfnrket (Bs IR= )
Comsuct & Euge plam AL ORI T 100
| o s
ECUALLY LIRFLY

Th novidviese: 0 1 0

5.Minimax Regret criteria

MIMNIMAX REGRET

This deckskon criterbon s boased om opportunily less o regret. The opposumty loss or regret s the
ansouni Tost by ol picking ihe best altermative in a ghven state of noture The first step s io create the
appariiinary kes table, Opporiuniny loss Go aoy state of dioe oo aoy colin, B calenlated by
subircting each payoll n the column from Bhe Deest payollin the sime column,

Thnaisan s eppocmuary [0 able w shown i ke 5. Uang e copamiidry [oss mble, e mmbns
gegret coferson flmds the alternative thal minimises  the maximmm epportunity less within each
aliernniive First find the macinmum opporhmity boss for each aliemative. Mexd. booking of these masimmun
vilnes, peck st alvemarive witly ininimmen moueber, We can soe that nilnlmnay vegret cholee i the second
alternative, “constrect a small plamt®.

TABLE S : OPFORTUNITY LOSS TABLE

STATES OF NATURE
ALTERMATIVES Favogable UlnGavorabie hlarke SLANIMUM 1N A BOW
Manket (Rs) L

L onstnact a large plam i PR (LR

[ 2060 000 — 2020, 000 (R | |
ot a sinall ol 0% i 10 ) 1 0 THMD

[ el Ll — (L IHOE ] [ = | = 20,04H1}] LT IR RYERN
I'.h.'\-lmlhhg 04k (HH] 1] LML IHRI
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Decison making under risk

J DECISION MAKING UNDER RISK

Diecision makmg under risk 1s a decision situation in which several possible state of nature
may occur and the probabilities of these states of nature are known. [he decisson under
pisk are taken based on followang

Q Expected monctary value or expected value (EMV)

A Expected value of perfect wfommation (EVPT)

3 Expected appoimty loss (EOL)

EXPECTED MONETARY VALUE

The expected monetary value (EMV) for an alternative is just the sum of products  of
pavodds  aod grobaba ity of each stare of natire

EMY {Alternative i) = (Payofl of first state of nature) = | Probability «f first state of
mature)

+  (Pavoll of second siate of noture) & (Probability of second state of
nzture)

+ [Payoll of third state of nature) x (Probability of third state of nature)
t ciiesaeaieat (Pay of last state of nature) x (Probability of last state of nature)
The altzrnative wath maxumim EMY s then chosen

Suppose Thompson wow believes that the probability of a favorable market is exactly the

same a5 the probability of an unfavorable market.

SOLUTION BY USING EMY METHOHD =

ENIV (Large Plant) = (0L50) x (Rs.200,000) + (0.50) ¥ (-Rs. 180,000) = Rs.10,000
EMV { Small Plant) = (0.50) 3 (Rs. 100,000) + (1.50) 5 {-Ra.20,000) = Rs.40,000
EAY (Do Nathing) = (1,50} x (Rs.0) + (0,50} x (Rs.0) = Rs.0

THE LARGEST EXPECTED VALUE OF Ha. 400000 results firom the second alternative
“construct a small plamt”, Thus Thempson would proceed (o set up small plant.

TABLE 6 ; Decision Table with Probabalities and EMY s for Johu Thompson

Altemintives States of Noture EMV
Favorable Unfavarakle
Market Market
Construet Large 200,000 - 1ED, 007 p a0
Plam
Cogstmet Small L. 0o = 0004 6000
Plant Mavhonm Yalue
Do Nothing o 0 o
Probabulity 050 0,50




O EXPECTED VALUE OF PERFECT INFORMATION (EVI

Suppose. Jobhn Thompson bas been appeoached by a markermg cousilinng tlar they are
willisge to help Jolm wath somse pecfect mfenmanon wlether die marker s favosable foo the
proposed product epabling Jolm o take comect decision and prevent luim from making o very
expensive mistake Marketing consultant would charge John Thompson B 65,000 for
providing such inlermation. Wihat John should do in this situwstion

l. Should he hirs Uthe rr|u.|'L':-1'ir|.g comsalinnt for mn'l;im__[ the mzrkot h!llll! 7
2 Evenm if the nlfepimation r'-""-"l'l"! ke perlectly accmrete, bs 1T wortl To pay Hs 08, 0HE £

mnrketine comsulluni?

300 mon, what would it be worth ?

T shiks case, two related renmns are investizated

I. The Eﬂpu{“[ﬂd wnlue L'rfp&rTEr.'[ milormntion [E\'I‘I] il

2. The expectad value with perfect informsaticn (EYwPL)

EVwEPL = (Best payoefl for Arst siate of nature) x (Probability of frst state of nature) +

(Best payoll for second state of natared x (Probability For second state of
WATNTE b

i a s + {Best payelT for last state of natuee) x (Probability for last stote of
mature}

EVPI=EVwFl - Maximum EMY

EVPI With zespect 10 fable & 35 caleulared as follows |
1. The best payotf for the state of nature “favorable market™ 15 Re. 200,000, The best

payoff for the state of nature “unfavorable market™ 15 Rs.0,
Now, EVwPL = (Rs 200,000) (0,507 + (Rs.0) (0.50) = Rs. 100,000
Thus, if John had perfect mformation, the payoff would average Rs. 100,000
2. The maxumuim EMV without addinonal information is Re40,000{ from wble &)
S0, EVPI = (Expected value with perfect information) = (Maximum EXNY)
= Rs 100 000 - Bs 40,000 = Rs 60000

Thus, at best John Thompson would be willing to pay for perfect information is
s 6l Wi based on assumption that the probability of esch state of natere is (L350,

d EXPECTED OPPORTUNITY LOSS

An altemative approach 15 to maxumse EMVY by minimising expected opportunity
loss. Furst an opportunity loss table 15 constmuicted. Then the EOL is computed for each
alternative by muluphang the oppomunity loss by the probability and adding these
together



Using table 5, we compute the EOL foreach nltematiee as follows -
EOL{Construct Large planth = (0.50) {Fs.0) = (0.50) (s, 1 80.H0) = Rs. 90000

EOQL (Construct a spall plane) = {0500 (s, 1000007 + (050 (Bs 20,0000 = Bs 60,000
EOL (Do nothing) = (0500 (Bs 200 000% + (0500 (Fs 0] = Bs. L0000

Feoun the EOL Talile 7, we see that the best decision weuld be the secoad altarnative
“construct o small plant™

TABRLE 7: EOLTABLE FOR JOHN THOMPSON

STATES OF NATURE
ALTERNATIVES Foavozalsle Unfavorable Markes ECIL
Markes (Rs. ) (s,
Codsimiet o e (ki L 180600 L0
-I.'n.'cmnul: a sl plam 14, G 240,00 & Wi
Alimlmum vales

[ novbampg A 0 n 120 {HM}

Probabilsties 0.5 .50
Decison Trees

DECISION TREES

Any problem that can be presented in a decision table can also be graphically
illustrated by a decision wee. All decision irees contains decision nodes and
state of nature nodes.

J Decision nodes are represented by squares from which one or several
altermatives may be chosen

J State-ol-nature nodes are represented by circles out of which one or more
state-of-nature will occur

In drawing the tree, we begin at the left and move to the right. Branches from

the squares {decision nodes) represent alternatives. and branches from the

circles |state-of-nature node) represent the state of namre.

Figure 1 gives the basic deciston tree of John Thompson problem.

Five steps of decksion tree anakysis ;

1. Define the proldem

2. Diraw the decision iree

J.  Assign probabilities fo the state of nature

4. Estimate payoffs for each possible combination of alternative and suate of natmre

5. SOLVE THE PROBLEM BY COMPUTING EXPECTED MONETARY VALUES
(EMVs) FOR EACH STATE OF SATURE NODE. This is done by starting al the right
of the tree amd working back o decision mode on the lefi. Al each idecision nade, the
alterntive with best EMY is selected,



Decision Tree

PRYOFTS
LT
B, B0

- 180,00

Lo, 005

EMV FOR NODE 1 = (0.50) (200,000} + (0.50} (- 180,000} = Rs.10,000
ENV FOR NODE 2 = [0.50) [100,000) « (0.50) (- 20,000) = A 80,000
50, & SMALL PLANT SHOULD BE BUILT



5.4 Decision Tree

It is a diagram through which the problem of decision making can
be represented. The decision tree is constructed starting from left to
right, The square nodes o denote the points at which strategies are
considered and the decision is made. The circle © denote the chance
nodes and the various states of nature emerge from these nodes.
The pay-off of cach branches arc shown at the terminal of the
branch.

Ex -~ 1: Represent the following problem by decision tree and
decide the best act from minimum cost.

[ State of Nature | Probability of To take Not to take
! fire insurance insurance
i Fire during & 0.01 -100 - 8000
year
No fire during a
L year 0.99 -100 0

ENV = 001« (-100) =~1

. «-100
MV = 099« (-100) = =49 _~
ENV = 001« (~BOD0} = =80 —
Not 1o take inurance =40
EMV = 099« (1) =10

As EMV -80 is more for the act of not taking assurance, that act
should be selected.



NETWORK ANALYSIS

Network analysis is one of the most popular techniques used for planning, scheduling,
monitoring and coordinating large and complex projects comprising a number of activities. It
involves the development of anetwork to indicate logical sequence of work content elements
of acomplex situation. It involves three basic steps:

1. Defining the job to be done
2. Integrating the elements of the job in alogical time sequence
3. Controlling the progress of the project.

Network analysis is concerned with minimizing some measure of performance of the system
such asthe total completion time for the project, overall cost and so on. By preparing a
network of the system, a decision maker can identify,

(i) The physical relationship (properties) of the system
(ii) The inter relationships of the system components

Network analysis is especially suited to project which are not routine or repetitive and which
will be conducted only once or a few times.

Objectives.
Network analysis can be used to serve the following objectives:

Minimization of total time: Network analysis is useful in completing a project in the
minimum possible time. A good example of this objective is the maintenance of production
line machinery in afactory. If the cost of down time is very high, it is economically desirable
to minimize time despite high resource codts.

Minimization of total cost: Where the cost of delay in the completion of the project exceeds
cost of extra effort, it is desirable to complete the project in time so as to minimize total cost.

Minimization of time for a given cost: When fixed sum is available to cover cods, it may be
preferable to arrange the existing resources so asto reduce the total time for the project
instead of reducing total cost.

Minimization of cost for agiven total time: When no particular benefit will be gained from
completing the project early, it may be desirable to arrange resources in such away asto give
the minimum cost for the project in the set time.

Minimization of idle resources. The schedule should be devised to minimize large
fluctuations in the use of limited resources. The cost of having men/machines idle should be
compared with the cost of hiring resources on atemporary basis.



Network analysis can also be employed to minimize production delays, interruptions and
conflicts.

Managerial Applications:

Network analysis can be applied to very wide range of situations involving the use of time,
labour and physical resources. Some of the more common applications of network analysisin
project scheduling are as follows:

Construction of bridge, highway, power plant etc.

Assembly line scheduling.

Installation of a complex new equipment. E.g., computers, large machinery.
Research and Development

Maintenance and overhauling complicated equipment in chemical or power plants,
steel and petroleum industries, etc.

Inventory planning and control.

Shifting of manufacturing plant from one site to another.

Development and testing of missile system.

Development and launching of new products and advertising campaigns.
10. Repair and maintenance of an oil refinery.

11. Construction of residential complex.

12. Control of traffic flow in metropolitan cities.

13. Long range planning and developing staffing plans.

14. Budget and audit procedures.

15. Organization of international conferences.

16. Launching space programmes, etc.

bk wdPE
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A network is a graphic representation of a project’s operations and is composed of activities
and events (or nodes) that must be completed to reach the end objective of a project, showing
the planning sequence of their accomplishments, their dependence and inter relationships.

Basic Components
Events (node)

A specific point in time at which an activity begins and ends is called a node. It is
recognizable as a particular instant in time and does not consume time or resource. An event
is generally represented on the network by a circle, rectangle, hexagon or some other
geometric shape.

Activity

An activity isatask, or item of work to be done, that consumes time, effort, money or other
resources. It lies between two events, called the ‘Preceding’ and ‘Succeeding’ ones. An
activity is represented on the network by an arrow with its head indicating the sequence in
which the events are to occur.



Head event Tail event

O

Preceding event Succeeding event

Predecessor Activity:

An activity which must be completed before one or more other activities start is known as
Predecessor activity.

Successor Activity:

An activity which started immediately after one or more of other activities are completed is
known as Successor activity.

Dummy Activity:

Certain activities which neither consume time nor resources but are used simply to represent
a connection between events are known as dummies. A dummy activity is depicted by dotted
line in the network diagram.

A dummy activity in the network is added only to represent the given precedence
relationships among activities of the project and is needed when (a) two or more parallel
activities in a project have same head and tail events, or (b) two or more activities have some
(but not all) of their immediate predecessor activities in common.

CONSTRUCTION
There are three types of errors which are most common in network drawing, viz.,
(@) Formation of aloop, (b) Dangling, and (c) Redundancy.

(@) Formation of aloop: If an activity were represented as going back in time, a closed loop
would occur. Thisis show in fig which is simply the structure of Fig (b) with activity B
reversed in direction. Cycling in a network can result through a smple error or when while



developing the activity plans, one triesto show the repetition of an activity before beginning
the next activity.

B

A =

G

A closed loop would produce an endless cycle in computer programmes without a built-in
routine for detection or i4-entification of the cycle; Thus one property of a correctly
constructed network diagram is that it is"non-cyclic".

(b) Dangling: No activity should end without being joined to the end event. If it is not so, a
dummy activity is introduced in order to maintain the continuity of the system. Such end-
events other than the end of the project as awhole are called dangling events.

In the above network, activity D leads to dangling. A dummy activity is therefore introduced
to avoid this dangling.

(c) Redundancy: If adummy activity is the only activity emanating from an event, it can be
eliminated. For example, in the network show in Fig the dummy activity is redundant and can
be eliminated, and the network redrawn.



D F
DUMMY ,C\
/

Rules of Network Construction

1

~w

Each activity is represented by one & only one arrow so that no single activity can be
represented twice in the network.

Time follows from left to right. Arrows pointing in opposite directions must be
avoided.

Arrows should be kept straight and not curved or bent.

Use dummies freely.

Every node must have at least one activity preceding it and at least one activity
following it, except that the beginning node has no activities before it and the ending
node has no activities following it.

Only one activity may connect any two nodes. Thisrule is hecessary so that an
activity can be specified by giving the numbers of its beginning and ending nodes.

Numbering the Events

After the network is drawn in alogical sequence, every event is assigned a number. The
number sequence must be such so asto reflect the flow of the network. In event numbering,
the following rules should be observed:

1
2.
3.

Events numbers should be unique

Event numbering should be carried out an a sequential basis from left to right.

The initial event which has all outgoing arrows with no incoming arrow is numbered
Oor 1

The head of an arrow should always bear a number higher than the one assigned at the
tail of the arrow.

Gaps should be left in the sequence of event numbering to accommodate subsequent
inclusion of activities, if necessary.



Example:

A television is manufactured in six steps, labeled A through F. Because of its size and
Complexity, the television is produced one at atime. The production control manager thinks
that network scheduling techniques might be useful in planning future production. He
recorded the following information:

A isthefirst step and precedes B and C
C precedesD and E
B follows D and precedes E
F followsE
D is successor of F
(i) Draw an activity-on-node diagram for the production manager.

(11) On checking with the records, the production manager corrects his last note to read, “D is
a predecessor of F”. Draw a revised diagram of this network incorporating this new change.

Solution:

€Y
A isthefirst sep which follows B and C

C precedes D and E



F follows E and D and is the successor of F

Evidently, this network contains a cycle as shown below

O—(O—C—C—C

(b) Revised network when D isa predecessor of Fisasfollows:



|[Example 4]: Construct the network for the project whose

activities and their relationships are as given below:
Activities : A, D, E can start simultaneously.
Activities: B,C>A; G,F>D,C; H>E,F.
Solution : Start activities are A, D, E.
End activities are H, G, B.
The required network is




[Example 8]: Draw the network for the project whose activities

and their precedence relationships are -Iu glven below :

Activites : A B € D E F G H 1|

Immediate

Predecessor : - A A - D BCE F E GH
[BE. Apr 95f

Solution : Start activities : A, D, Terminal activities : | only
Activities B and C starting with the same node are both the predecessors
of the activity F. Also the activity E has to be the predecessor of both F

nd H. Therefofe dummy activities are necessary.

Thus the required network is

CRITICAL PATH METHOD (CPM)
Time Calculations in Networks

For each activity an estimate must be made of time that will be spent in the actual
accomplishment of that activity. Estimates may be expressed in hours, days, weeks or any
other convenient unit of time. The time estimate is usually written in the network
immediately above the arrow. The next step after making the time estimates is the
calculation of earliest times and latest times for each mode. These calculations are donein
the following way.

a) Let zero be the starting time for the project. Then for each activity there is an earliest
starting time (ES) relative to the project starting time. The earliest finishing time is denoted

by

Thus, theformulais



EFi (or) ESj = max {ES + tij}

Where Eg denotes the earliest start time of all the activities emanating from node i and tij is
the estimated duration of the activity i-j.

Example:

O——

In the above example the activity is fromi-j, the duration of time is5 hours. Here sart time is
ES= max {ESI + tij}

Initial start time ESi=0.
ES= max {0+ 5} =5.

Initially the starting time will be O The finishing time for the ith event is 5. Staring time for
the jth event is 5.

b) Let us suppose that we have atarget time for completing the project. Thenthistimeis
called the latest finish time (LF) for the final activity. Thelatest sart time (LS) isthe latest
time at which an activity can start if the target isto be maintained. It means that for the final
activity, itsLS issimply LF — activity time.

LFi = min {LFj — tij}, for al defined (i, j) activities.
Critical Path:

Certain activities in a network diagram of a project are called critical activities because delay
in their execution will cause further delay in the project completion time. Thus, all activities
having zero total float value are identified as critical activities.

The critical path is the continuous chain of critical activitiesin a network diagram. It isthe
longest path starting from first to the last event and is shown by athick line or double linesin
anetwork.

The length of the critical path isthe sum of the individual times of all the critical activities
lying on it and defines the minimum time required to complete the project.

The critical path on a network diagram can be identified as:
(@ ES =LFi

(b) ESj = LFj

(c) ESj-ES =LK -LF =tij.

Critical Path Method (CPM)



The iterative procedure of determining the critical path is as follows:

Step 1: List al the jobs and then draw a network diagram. Each job is indicated by an arrow
with the direction of the arrow showing the sequence of jobs. The length of the arrows has
no significance. Place the jobs on the diagram one by one keeping in mind what precedes
and follows each job as well as what job can be done simultaneously.

Step 2: Consider the job’s times to be deterministic. Indicate them above the arrow
representing the task.

Step 3: Calculate the earliest start time (EST) and earliest finish time (EFT) for each event

\"
and write them in the box marked Calculate the latest gart time (LST) and

\(

latest finish time (LFT) and write them in the box marked ;

Step 4: Tabulate varioustimes, i.e., activity normal times, earliest times and latest times, and
mark EST and LFT on the arrow diagram.

Step 5: Determine the total float for each activity by taking differences between EST and
LFT.

Step 6: Identify the critical activities and connect them with the beginning node and the
ending node in the network diagram by double line arrows. This gives the critical path.

Step 7: Calculate the total project duration.
Advantages of Critical Path Method (CPM)

1. CPM was developed for conventional projects like construction project which consists
of well know routine tasks whose resource requirement and duration were known with
certainty.

2. CPM issuited to establish a tradeoff for optimum balancing between schedule time
and cost of the project.

3. CPM isused for projects involving well know activities of repetitive in nature.

However, the digtinction between PERT and CPM is mostly historical.



Critical path : Path, connecting the first initial node to lhc very last
terminal node, of longest duration in any project network is called the
Critical path.

All the activities in any critical path are called C_‘rl!lcal activities,
Criucal path is 1 - 2 - 4 - 5, usually denoted by double lines.

Critical path plays a very important role in project scheduling
problems,

[Example 2]: Calculate the earliest start, earliest finish, latest

start and latest finish of each activity of the project given below and
determine the Critical path of the project.

Activity -2 1-3 1-5 2-3 24
Duration
(in weeks) ¥ 7 12 4 10
Activity 3-4 3-5 3.6 4-6 5-6
Duration
(it weeks) 3 “ 10 7 4
.S;clnlau e
E=17
L=21
. Fig. 23
S Duration _Earliest Latest
ACVIY | Gin weeks) [ Stan | Finish Sart | Finish
-2 8 0 8 0 g
| _1-3 7 0 7 8 15
| 1-=5 12 0 12 9 21
L 2-3 4 8 12 11 15
2-4 | 10 8 18 B 18
3-4 3 12 15 15 18
_3-5 5 12 17 16 21
3-6 10 12 22 15 25
4-6 7 18 25 18 25
~5-6 4 17 21 <Y T B T




Floats
Total float of an activity (T.F) is defined as the difference between

the Jatest finish and the earliest finish of the activity or the difference
between the Jatest start and the earliest start of the activity.

Total float of an activity i—j = (LF)U - (EF)U
or = (LS)U— (ES)q.

Free Float of an activity (F.F.) is that portion of the total floqs whic
can be used for rescheduling that activity without affecting the succee
activity. It can be calculated as follows :

Free float of an activity i —j = Total float of i ~j — (L - E) of the event
= Total float of i —j — Slack of the head event j
Total float of I -} — Slack of the head event j

Latest occurrence

ding

where L
E

Earliest occurrence
Obviously Free Float < Total float for any activity.

Independent float (1.F) of an activity is the amount of time by which
the activity can be rescheduled without affecting the preceding or
succeeding activities of that activity.

Independent float of an activity i —j = Free float of i - j — (L -E) of
event i. :

= Free float of i — j — Slack of the tail event ‘.
Clearly,

Independent float < Free float for any activity
Thus LF < FF < TF.

Interfering Float or Interference Float of an activity i - j is nothing
but the slack of the head event j.

Obviously,

Interfering Float of i —j =Total Float of i — j — Free Float of i —j.

[Example 3]: Calculate the total float, free float and independent
float for the project whose activities are given below :

Activity 1-2 13 1-5 2-3 24
Duration

(in weeks) 8 7 12 4 10
Activity 3-4  3-5 3-6 4-6 5-6
Duration

(in weeks) 3 5 10 7 4



Earliest Latest: Floats
| Activity (m) Start | Finish | Start | Finish | TF | FF | IF
| 1-2 8 0 8 0 8 [o0]o]o
1-3 7 0 7 8 15 | 8[s51|s
1-5 12 0 12 [ 9| 21 |9][s5]5s
2-3 4 8 12 {1l 15 [3[0]o
| 2-4 10 8 18 | 8 18 Jolofo
L 3-4 3 12 | 15 |15 18 [3[13]0
3-5 5 12 | 17 | 16| 21 [4]0]-3
Q-s 10 12 | 22 [15] 25 [3[3]0
. 4-6 7 18| 25 [ 18] 25 [olo]o
_5-6 4 17 1 21 |21 | 258 4|40

Explanation : To find the total float of 2 - 3.

Total float of (2 - 3) = (LF — EF) of (2 ~ 3) = 15 - 12 = 3 from the

table against the activity 2 - 3.

Free Float of (2 - 3) = Total float of (2 - 3) - (L ~ E) of event 3

= 3 —(15 - 12) from the figure for event 3 = 0
Free Float of (1 - 5) = Total float of (1 - §) - (L — E) of event 5

= (21 - 12) - (21 - 17) from the figure for event 5

=9-4 =5

Indcpendent float of (1 - 5) = Free float of (1 - 5) - (L-E) of event |

=5-(0~-0)=5




Uses of floats : Floats are useful in resource levelling and resoure
allocation problems which will be discussed in the last section of thi
chapter. Floats give some flexibility in rescheduling some activities 5o as
to smoothen the level of resources or allocate the limited resources as best

as possible.

: Construct the network for the project whose

activities are given below and compute the total, free and
independent float of each activity and hence determine the critical
path and the project duration. \

Activity 0-1 12 1-3
Duration

(in weeks) 3 8 12 6 3

2-4 2-5

Activity 3-4 36 4-7 5-17 6-7

Duration
(in weeks) 3 8 5 3 8

Solution :

L=|5§ Le2)
\ctiviyy | Duration | _Earliest | Latest | __Floats
R | (in weeks) | Stant | Finish | Start | Finish | TF FF IF
0-1 | 1 0 | 3 0 i 3 0 47_-0”

|

3 | 1 ! 12] 20
1 "3 L 338 | 3 -3 13
| 1 17 | 20 @ 26

i’—
| !

1
-5 | 11| 14 | 25 | 28
& | 15 | 18 | 23 | 26
| 15 | 23 |15 | 23

%O mw|Tieloe

18 23 [ 26 | 31
14 [ 17 |28 [ 31 141
23 | 31 [ 231 31 (0 0.0

Critical pathis 0 -1 -3 -6 — 7. Project duration = 31 weeks.

n=ooo—-oclo
|
0

- P S I S S
(|

oy wnlalwio

ooumoowwo;oow




Problem

The following table gives the activities of a construction project and

duration.
Activity 1-2 1-3 2-3 2-4 34 4-5
Duration
20 25 10 12 6 10
(days)

(i) Draw the network for the project.
(i) Find the critical path.

(iii) Find the total, free and independent floats of each activity.

Programme Evaluation Review Technique : (PERT)
This technique, unlike CPM, takes into account the uncertainty of

project durations into account.
PERT calculations depend upon the following three time estimates.

Optimistic (least) time estimate : (t, or a) is the duration of any

activity when everything goes on very well during the project. ie.
labourers are available and come in time, machines are working properly.
money is available whenever needed, there is no scarcity of raw matena!

needed etc,

Pessimistic (greatest) time estimate : (r, or b) is the duration of an¥
activity when almost every thing goes against our will and a lot of

difficulties is faced while doing a project.




Mast likely time estimate : (f,, or m) is the duration of any activity
when sometimes things go on very well, sometimes things go on very bad
while doing the project.

Two main assumptions made in PERT calculations are

{11 The activity durations are independent. i.e., the time required 1o
complete an activity will have no bearing on the completion

times of any other activity of the project.
fii) The activity durations follow P — distribution,
B distribution is a probability distribution with density function

1
k(t —a)® (b— )P with mean ;=3 [EIm il % (t,— :F):l and the

1 -t
standard deviation o, = %
PERT Procedure
(1) Draw the project net work
; by +at, +t
2) Compute the expected duration of each activity ¢, = ———¢"—=

1 — g 2

(3) Compute the expected variance o= [‘E'ﬁ—ﬂ) of each activity.

(4) Compute the earliest start, earliest finish, latest start, latest finish
and total float of each activity.

(5) Determine the critical path and identify critical activities.

(6) Compute the expected variance of the Project length (also called
the variance of the critical path) o2 which is the sum of the
variances of all the critical activities.

7) Compute the expected standard deviation of the project length o,

Tg-Tg

where

and calculate the standard normal deviate

c

Tg = Specified or Scheduled time to complete the project
Tg = Normal expected project duration
O, ™ Expected standard deviation of the project length.

(8) Using (7) one can estimate the probability of completing the
project within a specified time, using the normal curve (Area)
tables.

Neste : (2), (3) are valid because of assumption (ii). (6) is valid
because of assumption (i).



10.7 Basic differences between PERT and CPM

PERT
1.

CPM

PERT was developed in a brand new R and D Project it had 1o
consider and deal with the uncertainties associated with such
projects. Thus the project duration is regarded as a random
variable and therefore probabilities are calculated so as 1o
characterise it.

Emphasis is given to important stages of completion of task
rather than the activities required to be performed to reach a
particular event or task in the analysis of network. i.c., PERT
network is essentially an event — oriented network.

PERT is usually used for projects in which time estimates are
uncertain. Example : R & D activities which are usually non-
repetitive.

PERT helps in identifying critical areas in a project so that
suitable necessary adjustments may be made to meet the
scheduled completion date of the project.

CPM was developed for conventional projects like construction
project which consists of well known routine tasks whose
resource requirement and duration were known with certainty.
CPM is suited to establish a trade off for optimum balancing
between schedule time and cost of the project.

CPM is used for projects involving well known activities of
repetitive in nature.

However the distinction between PERT and CPM is mostly
historical.

[Example 1]: Construct the network for the project whose

activities and the three time estimates of these activities (in weeks) are
given below. Compute

(a) Expected duration of each activity
(b) Expected variance of each activity
(c) Expected variance of the project length



. Activity t . ‘,

L 1-2 3 4 5

| —2-3 N 2 3

| e A 2 3 4
|___3=5 3] ] 5

! ,_4 = 5_‘,___ - J o -_,:_’__. s :",
[___4-6 3 ) 5 ;A
| &=9 4 5 . N
6 -7 6 7 8
[ 7=8 2 4 6

| 7 -9 1 2 3

. 8-10 4 6 8

L 9-=10 3 5 ¢ (—_—

Solution : (a) & (b)

Fig 34 ,
' Expected duration | Expected Variance
! Activity | %o bm b i gt 4;,,,+ b 52 {.’z%‘g)z
L 1-2 3 4 5 4 l)g = 0,11nearly
1 2-3 | 1 ] 2] 3 2 lg=0.11
| 2-4 | 2 3 4 3 1= 0.11 !
Lid=s | i3 4 5 4 lo=0.11
[4-3 11 3 5 3 49=0.44 |
L 4-6 | 3 |3 7 5 49 = 0.44
' 5-71 4 | s 6 5 lg=0.11
L_ 6-71 6 7 8 7 lgm0.11
L% 1 0 A T YT
9T [ 20 81 2 I9=0.11 i
8-10 | 4 6 8 6 4= 0,44 |
19-10] 3 5 7 s =044 |

Critical path 1-2 —4 —6 ~7-8-10. Exnected Proiect duration = 29 weeks.




(c) Expected variance of the project length = Sum of the expecteq

variances of all the critical activities
101 .4 1 .4 4 _15 15 _
= 9

=3*3*5*9%9*s T 9
or (0.11+0.11 +0.44+0.11 +0.44 +044 =132+ 0.33 = 1,65)

[Example 2): The following table indicates the details of a project,

The durations are in days. ‘a’ refers to optimistic time, ‘m’ refers to
most likely time and *b’ refers to pessimistic time duration.

= 1.67

L |

Activity 1-2 13 14 24 25 335 45
a 2 3 4 8 6 2 2
m 4 4 5 9 8 3 5

b 5 6 A 11 12 4 7
{a) Draw the network
{b) Find the critical path

fc) Determine the expected standard deviation of the completion

time.
~ Solution :
= Expected Expected
iﬂh‘m}' a " b duration t, variance o?
1-2 ] 2 4 5 3.83 1/4
=3 | 2 4 6 4.17 ;‘
1 -4 | 4 5 6 5 %
2-4 | 3 9 1 9.17 %
2-51 6 "% | 13 8.33 T o]
3-4 | 2 3 4 3 ;!;
l 4-5 | 2 5 7 _4.33 _ %%




Fig 35

Critical path 1 -2-4-5
Expected Project duration = 17.83 days

1
Expected variance of the completion time = %t

wIN
[= 3 A%
u'h
W

+

I

/4
Expected standard deviation of the completion time =‘\/';g—-'l .09 nearly

Criticalpath 1 -2-4-5
Expected Project duration = 17.83 days

1
Expected variance of the completion time =;]; 3135 3%
43
Expected standard deviation of the completion time -‘\/j_3—6=l .09 nearly

: A project consists of the following activities and

time estimates :
Activiy Least time Greatest time | Most likely time
(days) (days) (days) |
1-2 3 15 6 ]
2-3 2 14 5 1
e = 6 30 2
2-5 2 8 5
2-6 5 17 11
__3-6 3 15 6
S N O R N
L 3=7 1 7 4
e T s |

(@) Draw the network
" r.:,“," the probability that the project will be completed in 27



Solution : Obviously Greatest time = Pessimistic time = A
Least time = Optimistic time =y,
Most likely time = 1,

fal

=2 | 3 { 35-] 6 7 4
TR ET N 4
i-4 | 6 | 30 [ 12 14 16
2-5 2 8 5 5 1
2-6 5 17 11 11 4
3-6 | 3 | 15| 6 7 4
4-7 3 27 9 11 16
5=-7 1 4 1
| 6-=7F | 2 | .8 5 | 1
Critical path | -4 - 7.
Expected Project duration = 25 days
Sum of the expected

Expected variance of the project length =  variances of all the
critical activities

critical activities
= |6+16=32.
0, = Standard deviation of the project length = .\ﬁi =44[2 =5.656




TsTe 2725 2 =035
o, 565 ~565

Probability that the project will be

completed in 27 days
= P(Tg=<27) = P(Z<0.35)

= 06368 = 63.7%




Unit-V
Queuing Theory (Waiting lines)
Introduction

Queuing theory deals with problems which involve queuing (or waiting). Before going to
gueuing theory, one hasto

understand two thingsin clear. They are service and customer or element. Here customer or
element represents a person

or machine or any other thing, which isin need of some service from servicing point. Service
represents any type of

attention to the customer to satisfy his need.

In essence all queuing systems can be broken down into individual sub-systems consisting of
entities queuing for

some activity (as shown below)

Servicing System

Queve or Waiting Line  |Server

2 g
" 5"}‘0 i e'j
‘K ! ”u |

1.For example;

Customer
Arrivals

T R

—_—
E .'

R
-  Oakol

1. Person going to hospital to get medical advice from the doctor is an element or a customer,
2. A person going to railway station or a bus station to purchase aticket for the journey isa
customer or an element,

3. A person at ticket counter of a cinema hall is an element or a customer,

4. A person at a grocery shop to purchase consumables is an element or a customer,

5. A bank pass book tendered to a bank clerk for withdrawal of money is an element or a
customer,

6. A machine break down and waiting for the attention of a maintenance crew is an element or a
customer.

7. Vehicleswaiting at traffic signal are elements or customers,

8. A train waiting at outer signal for green signal is an element or a customer




2. Notations and Ter minology

Basic terminology and Notations of queuing system

n = number of customers/unitsin the system

pn(t) = transient state probability that exactly

P, = steady state probability of having n units in the system

An = average number of customers arriving per unit of time, when there are aready
n units in the system

A = average arrival rate when In is constant for all n

Un = average number of customers being served per unit of time, when there are
already n unitsin the system

L = average service rate when mn is constant for all n _ 1.

s = number of parallel service channels in the system

1/A= inter arrival time between two arrivals

1/u= service time between two units or customers

p= traffic intensity or utilization factor for service facility, i.e., the expected
fraction of time the servers are busy

N = maximum number of customers allowed in the system

Ls= average number of customers in the system

L4 = average number of customers in the queue

W = average waiting time in the system

W, = average waiting time in the queue

Pw = probability of a customer having to wait for service

3 Queueing models and Classifications

Most elementary queuing models assume that the inputs/ arrivals and outputs / departures follow
a birth and deathprocess. Any queuing model is characterized by situations where both arrivals
and departures take place simultaneously.

Depending upon the nature of inputs and service faculties, there can be a number of queuing
models as shown below:

() Probabilistic queuing model: Both arrival and service rates are some unknown random
variables.

(ii) Deterministic queuing model: Both arrival and service rates are known and fixed.

(i) Mixed queuing model: Either of the arrival and service rates is unknown random variable
and other known and fixed.

Arrival pattern/ Service pattern / Number of channels/ (Capacity / Order of servicing). (A/B/S/
(d/f).

In general M is used to denote Poisson distribution (Markovian) of arrivals and departures.

D isused to constant or Deterministic distribution.

Ex is used to represent Erlangian probability distribution.




G is used to show some general probability distribution

In general queuing models are used to explain the descriptive behaviour of a queuing system.
These quantify the effectof decision variables on the expected waiting times and waiting lengths
as well as generate waiting cost and service costinformation. The various systems can be
evaluated through these aspects and the system, which offers the minimum total

cost is selected.

Procedure for Solution:

(a) List the alternative queuing system
(b) Evaluate the system in terms of various times, length and costs.
(c) Select the best queuing system.

4 Queuing System (or) Components of Queuing system:

Queuing system can be completely described by:

* The input (Arrival pattern)

* The service mechanism or service pattern

* The queue discipline and

* Customer behavior.

Components of the queuing system are arrivals, the element waiting in the queue, the unit being
served, the service facility

and the unit leaving the queue after service. Thisis shown in figure 2.

I nput Process:

The input describes the way in which the customers arrive and join the system. In general
customer arrival will be in randomfashion, which cannot be predicted, because the customer is an
independent individual andthe service organizationhas no control over the customer. The
characteristics of arrival are shown in figure

Input to the queuing system refersto the pattern of arrival of customers at the service facility. We
can see at ticketcounters or near petrol bunks or any such service facility that thecustomer arrives
randomly individually or in batches.

The input process is described by the following characteristics (as shown in the figure) nature of
arrivals, capacity of the system and behaviour of the customers.

(@) Size of arrivals:

The size of arrivals to the service system is greatly depends on the nature of size of the
population, which may be infinite or finite. The arrival pattern can be more clearly described in
terms of probabilities and consequently, the probability distribution for inter- arrival timesi.e.,
the time between two successive arrivals or thedistribution of number of customers arriving in
unit time must be defined.
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Characteristics of Arrivalsor input
(b) Inter-arrival time:

The period between the arrival of individual customers may be constant or may be scattered
insome distribution fashion. Most queuing models assume that some inter-arrival time distraction
applies for alcustomers throughout the period of study. It istruethat in most situations that
service time is arandom variablewith the same distribution for all arrivals, but cases occur where
there are clearly two or more classes of customerssuch as a machine waiting for repair with a
different service time distribution. Service time may be constant orrandom variable.

(c) Capacity of the service system:

In queuing context, the capacity refersto the space available for the arrivals to wait before taken
to service. The space available may be limited or unlimited. When the space is limited, length
ofwaiting line crosses a certain limit; no further units or arrivals are permitted to enter the system
till some waitingspace becomes vacant. This type of system is known as system with finite
capacity and it has its effect on the




arrival pattern of the system, for example a doctor giving tokens for some customers to arrive at
certain time andthe present system of allowing the devotees for darshan at Tirupati by using the
token belt system.

(d) Customer behaviour:

The length of the queue or the waiting time of a customer or the idle time of the service
facilitymostly depends on the behaviour of the customer. Here the behaviour refersto the
impatience of a customer duringthe stay in the line. Customer behaviour can be classified as:
(i) Balking:

This behaviour signifies that the customer does not like to join the queue seeing the long lengthof
it. This behaviour may affect in losing a customer by the organization. Always a lengthy queue
indicatesinsufficient service facility and customer may not turn out next time.

For example, a customer who wantsto go bytrain to his destination goesto railway station and
after seeing the long queue in front of the ticket counter, may notlike to join the queue and seek
other type of transport to reach his destination.

(if) Reneging:

In this case the customer joins the queue and after waiting for certain time loses his patienceand
leaves the queue. This behaviour of the customer may also cause loss of customer to the
organization.

(iii) Collusion:

In this case several customers may collaborate and only one of them may stand in the queue.One
customer represents a group of customers. Here the queue length may be small but service time
for an individualwill be more. This may break the patience of the other customers in the waiting
line and situation may lead to anytype of worst episode.

(iv) Jockeying:

If there are number of waiting lines depending on the number of service stations,

for example,Petrol bunks, Cinematheatres, etc. A customer in one of the queues after seeing the
other queue length, which isshorter, with a hope of getting the service, may leave the present
gueue and join the shorter queue. Perhaps thesituation may be that other queue which is shorter
may be having a greater number of Collaborated customers. In suchcase the probability of
getting service to the customer who has changed the queue may be very less. Because of
thischaracter of the customer, the gueue lengths may go on changing from time to time.

Service M echanism or Service Facility:

The time required to serve the customer cannot be estimated until we know the need of the
customer. Many atime it is statistical variable and cannot be determined by any means such as




number of customers served in agiven time or time required to serve the customer, until a
customer is served completely.

Definition: Service M echanism:

Service facilities are arranged to serve the arriving customer or a customer in the waiting line is
known as service mechanism.

Service facility design and service discipline and the channels of service as shown in figure 4
may generally determine

the service mechanism.

HServiee Mechamsm

l
i i

service Lacihily design (e service disciphne
Single chanmel hult chuannel FIFD LIFD SIRO SERVICE BY
* *‘ FRICHTTY
Singls Muliz Smgle Mulu
chennel chanmel charmetchonne

Service Mechanisms
(a) Servicefacility design:

Arriving customers maybe asked to form a single line (Single queue) or multi line (multi-queue)
depending on the service need. When they stand in single line it is known as Single channel
facility when\they stand in multi lines it is known as multi channel facility.

(i) Single channel queues:

If the organization has provided single facility to serve the customers, only oneunit can be served
at atime, hence arriving customers form a queue near the facility. The next element is drawninto
service only when the service of the previous customer is over. Here also depending on the type
of service

the system is divided into Single phase and Multi phase service facility. In Single channel Single
Phase queue, the customer enters the service zone and the facility will provide the service
needed. Once the service is over thecustomer leaves the system.

For example, Petrol bunks, the vehicle enters the petrol station. If there is only one petrol pump
isthere, it joinsthe queue near the pump and when the term comes, get the fuel filled and soon
after leaves the queue. Or let us saythere is a single ticket counter, where the arrivals will forma
gueue and one by one purchases the ticket and leaves

the queue.




(if) Multi Channel queues:

When the input rates increase, and the demand for the service increases, themanagement will
provide additional service facilities to reduce the rush of customers or waiting time of customers.
In such cases, different queues will be formed in front of different service facilities. If the service
is provided tocustomers at one particular service centre, then it is known as Multi channel
Single-phase system. In case serviceis provided to customer in different stages or phases, which
arein parallel, then it is known as multi-channel multi

phase queuing system.

(b) Queuediscipline or Servicediscipline:

When the customers are standing in a queue, they are called to serve depending
on the nature of the customer. The order in which they are called is known as Service discipline.
There arevarious ways in which the customer called to serve. They are:

(i) First In First Out (FIFO) or First Come First Served (FCFS):

We are quite aware that when we arein a queue, we wish that the element which comes should be
served first, so that every element has a fair chanceof getting service. Moreover, it is understood
that it gives agood morale and discipline in the queue. When thecondition of FIFO isviolated,
there arises the trouble and the management is answerable for the situation.

(i) Last in first out (LIFO) or Last Come First Served (LCFYS):

In this system, the element arrived last willhave a chance of getting service first. In general, this
does not happen in a system where human beings are involved.

But this is quite common in Inventory system. Let us assume a bin containing some inventory.
The present stockis being consumed and suppose the material ordered will arrive that is loaded
into the bin. Now the old material isat the bottom of the stock where as fresh arrived material at
the top. While consuming the top material (which isarrived late) is being consumed. This iswhat
we call Last come first served). This can also be written as First In

Last Out (FILO).

(iii) Service In Random Order (SIRO):

In this case the items are called for service in arandom order. Theelement might have come first
or last does not bother; the servicing facility calls the element in random orderwithout
considering the order of arrival. This may happen in some religious organizations but generally it
does notfollow in an industrial / business system. In religious organizations, when devotees are
waiting for the darshan

of the god man / God woman, the devotees are picked up in random order for blessings.
Sometimes we see that ingovernment offices, the representations or applications for various




favours are picked up randomly for processing. Itis also seen to alocate an item whose demand
is high and supply is low, also seen in the allocation of sharesto the
applicants to the company.

(iv) Service By Priority:

Priority disciplines are those where any arrival is chosen for service ahead of someother
customers already in queue. In the case of Pre-emptive priority, the preference to any arriving
unit is so highthat the unit is already in service is removed / displaced to take it into service. A
non- pre-emptive rule of priority

is one where an arrival with low priority is given preference for service than a high priority item.
As an example,we can quote that in a doctor’s shop, when the doctor is treating a patient with
stomach pain, suddenly a patient with heart stroke enters the doctor’s shop, the doctor asks the
patient with stomach pain to wait for some time and give attention to heart patient. Thisisthe
rule of priority.

5 Definition of transient and Steady-states:

The distribution of customer’s arrival time and service time are the two constituents, which
congtitutes of study of waiting line. Under a fixed condition of customer arrivals and service
facility a queue length is a function of time. As such a queue system can be considered as some
sort of random experiment and the various events of the experiment can be taken to be various
changes occurring in the system at any time. We can identify three states of nature in case of
arrivals in a queuesystem. They are named as steady state, transient state, and the explosive state.

Definition: Transient State:

Queuing theory analysis involves the study of a system’s behaviour over time. A system is said
to be in ’transient state’ when its operating characteristics or behaviour are dependent on time.
This happens usually at initial stages of operation of the system, where its behaviour is still
dependent on the initial conditions. So when the probability distribution of arrivals, waiting time
and servicing time are dependent on time the system is said to be in transient state.

Definition: Steady State:

The system will settle down as steady state when the rate of arrivals of customersis less than the
rate of service and both are constant. The system not only becomes steady state but also becomes
independent of the initial state of the queue. Then the probability of finding a particular length of
the queue at any time will be same. Though the size of the queue fluctuates in steady state the
statistical behaviour of the queue remains steady. Hence we can say that a seady state condition
is said to prevail when the behaviour of the system becomes independent of time.

A necessary condition for the steady state to be reached is that elapsed time since the start of the
operation becomessufficiently large i.e. (t —00), but this condition is not sufficient as the
existence of steady state also depend upon the behaviour of the system i.e,, if the rate of arrival is




greater than the rate of service then a steady state cannot be reached. Hence, we assume here that
the system acquires a steady state as t —001.e., the number of arrivals during a certain interval
becomes independent of time. i.e.

limPn (t)—Pn

Hence in the steady state system, the probability distribution of arrivals, waiting time, and
service time does not depend
ontime.
6 Kendall’s Notations and Classification of Queuing Models
Different models in queuing theory are classified by using special (or standard) notations
described initially by D.G. Kendall in 1953 in the form (a/b/c). Later A.M. Lee in 1966 added the
symbols d and c to the Kendall notation. Now in the literature of queuing theory the standard
format used to describe the main characteristics of parallel queues is as follows:
(a/blc): (d/c)

Where
a = arrivals distribution

b =service time (or departures) distribution
¢ = number of service channels (servers)

d =max. number of customers allowed in the system (in queue plus in service)
e = queue (or service) discipline.

Certain descriptive notations are used for the arrival and service time distribution
(i.e., to replace notation a and b) asfollowing:
M= exponential (or markovian) inter-arrival times or service-time distribution (or equivalently
Poisson or markovian arrival or departure distribution)
D= constant or deterministic inter-arrival-time or service-time.
G = service time (departures) distribution of general type, i.e., no assumption is made about the
type of distribution.
Gl = Inter-arrival time (arrivals) having a general probability distribution such as normal,
uniform or any empirical
distribution.
Ex = Erlang-k distribution of inter-arrival or service time distribution with parameter k
(i.e, if k = 1, Erlang is equivalent to exponential and if k =0, Erlang is equivalent to
deterministic).
For example, a queuing system in which the number of arrivals is described by a Poisson
probability distribution, the
service time is described by an exponential distribution, and there is a single server, would be
designed by M/M/1. The Kendall notation now will be used to define the class to which a
gueuing model belongs. The usefulness of a model for a particular situation is limited by its
assumptions.

7. Distributions in queuing systems




The common basic waiting line models have been developed on the assumption that arrival rate
follows the Poisson distribution and that service times follow the negative exponential
distribution. This situation is commonly referred to as the Poisson arrival and Exponential
holding time case. These assumptions are often quite valid in operating situations. Unlessit is
mentioned that arrival and service follow different distribution, it is understood always that
arrival follows Poisson distribution and service time follows negative exponential distribution.
On queuing models have conducted careful study about various operating conditions like -
arrivals of customers at grocery shops, Arrival pattern of customers at ticket windows, Arrival of
breakdown machines to maintenance etc. and confirmed almost all arrival pattern follows nearly
Poisson distribution. Although we cannot say with finality that distribution of arrival rates are
always described adequately by the Poisson, there is much evidence to indicate that this is often
the case. We can reason this by saying that always Poisson distribution correspondsto
completely random arrivals and it is assumed that arrivals are completely independent of other
arrivals as well as any condition of the waiting line. The

commonly used symbol for average arrival rate in waiting line models is the Greek letter
Lambda ( A ), arrivals per time unit.

It can be shown that when the arrival rates follow a Poisson process with mean arrival rate A, the
time between arrivals follow a negative exponential distribution with mean time between arrivals
of (1/A. This relationship between mean arrival rate and mean time between arrivals does not
necessarily hold for other distributions. The negative exponential distribution then, isalso
representative of Poisson process, but describes the time between arrivals and specifies that
thesetime intervals are completely random.

The digtribution of arrivals in a queuing system can be considered as a pure birth process. The
term birth refersto the arrival of new calling unitsin the system the objective isto study the
number of customers that enter the system, i.e., only arrivals are counted and no departures takes
place. Such process is known as pure birth process. An example may be taken that the service
station operator waits until a minimum-desired customers arrives before he starts the service.
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Measure of Model |
1. To find the average (expected) number of units in the System, |,
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2. To find the average length of Queue, L'
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3. Expected waiting time in the system
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4. Waiting time in the Queue,
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< gapected waiting time of a customer who has to wait (W | W > 0)
1

B-A
6. Expected length of the non ~ empty Queue, (L | L >0)
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10. Traffic Intensity -%

[Example 1]: In a railway Marshalling yard, goods train arrive at

a rate of 30 Trains per day. Assuming that inter arrival time follows
an exponential distribution and the service time distribution is also
exponential, with an average of 36 minutes. Calculate the following :

(i) the mean Queue size (line length)
() the probability that Queue size exceeds 10
(iii) 1f the input of the Train increases to an average 33 per day,

what will be the changes in (1), (i) ? [MU. BE. 1990]
[MBA. Nov 97 MKUJ
Solution: A = 603324 = # g u-s‘— trains per minute
A 36
Py a3 =0.75
(i) Ly = Tﬁ-l—g'%%g=3mim

i) P(210) = (0.75)'% =0.056
fil) when the input increases to 33 trains per day,
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wehave & = Zoo8 =780 and p = 3¢ rains per minuge,

B uherepy i p = 0825
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L L, = Toogss S mains app)
Also P 10) = p!0 =(0.825)'°

. Customers arrive at a one window drive-in bank
according to Poisson distribution with mean 10 per hour. Service
time per customer is exponential with mean 5 minutes. The space i
front of the window including that for the serviced car cap
accommodate a3 maximum of 3 cars. Other can wait outside this

space.
(i) What is the probability that an arriving customer can drive
directly to the space in front of the window ?

(t) What is the probability that an arriving customer will have
to wait outside the Indicated space ?

(iiiy How long the arriving customer is expected to wait before
starting service ? IMU. BE. Nov 93]

Solution : We know that p, denotes the probability of n units in the

- B0

= () the probability that an arriving customer can drive directly 10
the space in front of the window
“Potptpy

o A

P = G)z('“%)
S Pteytpy = ("ﬁ) ['*%+Gﬂ




Here o = 10 perhr
1 I
u ® s 160 "2”” l

PP tPy ” (' :—g) [":’g(i'%)]

= 042
(i) Probability that an arriving customer will have 1o wait outside the

ndicated space

o

= |>

19

= 1-042 = 058
fil1) Average waiting time of a customer in the Queue
A |
TR S

- o R
12 12-10 12

= 0417 hours [Ans)

[Example 3]: In a super market, the average arrival rate of

customer is 10 in every 30 minutes following Poisson process. The
sverage time taken by the cashier to list and calculate the customer’s
purchases is 2.5 minutes, following exponential distribution. What is
the probability that the Queue length exceeds 6 ?
What is the expected time spent by a customer in the system ?
IMU. MBA Nov 95/

Solution : Here the mean arrival rate

A= ?:% per minute
1 .

and mean service rate = 3¢ per minute
1
X
b
2.5

(i) (The probability of Queue size > n) = p”
When n =6 = (0.8333)8 = 03348

=0.8333

_ L Pl =p) A
"‘} w'u-f = ——l—g-. p = ;
0.833 _ 249
= T-0833 *3 ~0167




| Example 4]: In a public Telephone booth the arrivals are on the

average 15 per hour. A call on the average takes 3 minutes. If there s
just one phone, find (i) expected number of callers in the booth at any

time (i) the proportion of the time the booth is expected to be Idle ?
IMU. BE. MBA Apr 96/

Solution : Mean arrival rate A = |5 per hour

|
Mean servicerate g = 3 x 60 = 20 per hr,

o (i) Expected length of the non-empty
20
Queve = ;%I =30.18 4 [Any

fii) The service is busy means = % =20

~. the booth expected to Idle for | -
= 15 minutes [Ans]

: On an average 96 patients per 24 hour day require
the service of an emergency clinic. Also on average, a patient requires
10 minutes of active attention. Assume that the facility can handle
only one emergency at a time. Suppose that it costs the clinic Rs. 100
per patient treated to obtain an average servicing time of 10 minutes,
and that each minute of decrease in this average time would cost Rs.
10 per patient treated, how much would have to be budgeted by the

Clinic to decrease the average size of the Queue from l';' patients to %
patient ? [MU. BE. Mech. Apr "95]

2R

Solution : Here A = 57 = 4 patients/hr

I
B = Jg x60 = 6 patients/ hr

Average number of patients in the Queue

y AT N NP, Sty

Ly Wi-p ~ 6 -4~ 13
This number is to be reduced from I'} lo-%
g ke
Now L', TRV Y




Gl o4 4
2 uv u0_4

0”.'2-4;1'-32 =0

or(p' ~8)(u'+4) = 0

orp' = 8 patiens/hr as p' =4 illogical
. Average time required by each patient

| |
- §hn-—25'minutcs

— Decrease in the time required by each patient
l0-'l"s" -2 minutes
2 2

- The budget required for each patient

= 100+(3x10)

= Rs.125
= To decrease the size of the Queue, the budget per patient should

be increased from Rs. 100 to Rs.125,

[Example 6]: A T.V repairman finds that the time spent on his job

has an exponential distribution with mean 30 minutes. If he repairs
sets in the order in which they came in and if the arrival of sets is
poisson with an average rate of 10 per 8 hour day, what is his
expected Idle time day ? How many jobs are ahead of the average set
Just brought in ? [MU. BSc App. Science Apr 93}

JMU. MBA. Nov.96, MKU. BE. Apr 97]

Solution :
 Mean service rate p fl(')' per minute

= 313 x 60 =2 sets per hour

Mean amrival rate = _IBQ per hr

':':where p = 2 perhr.

=
|

b
A =7 perhr.

-3
B

The utilisation factor ﬁ is .JSTZ

5
= For 8 hr day, Repairman’s busy time = 8 x§ = 5 hrs




~. Idle time of repairman = §-5Shrs =3 hrs

The number of jobs ahead = No.ofmb:uhesys;q
I
~8 8
= 2app, TV sets

: Cars arrive at a peirol pump, having

unit, in Poisson fashion with an average of 10 cars per
service time is distributed exponentially with 2 mean of

i

[Ans)
ome petrol

hour. The
3 minutes,

Find (i) average number of cars in the system (#) average waiting
time in the Queue (/i) average Queue length (i) the probability that

the number of cars in the system is 2.
Solution :
Mean arrival rate, A = 10 per hour

1
Mean servicerate, 0 = 7 x60 = 20 perhr
A 10 1

(i) Average no of cars in the system,

el -
L, i-p
1
2
= Mgt =] car
l_—
2
(ii) Average waiting time in the Queue
L
T S
% ™ 70 =005 hr
= 3 minutes
(i} Average Queue length,
1
p? 4
Ly = - =—= =0S5ar
1 -p 1
1=3

() Probability of » units in the system P, = P, (1 - p)

When n=2, P, = G)z (21) -1




[Example 10]: People arive at a Theatre ticket booth in Poisson

distributed arrival rate of 25 per hour. Service time is constant at

2 minutes. Calculate
(a) The mean number in the waiting line.

(b) The mean waiting time.
(c) The utilisation factor.
Solution: A = 25perhr ;
= % x 60 = 30 per hr.
. A_ 253 _

(i) Length of the Queue
b w P

q9 1-p

(i) Mean waiting time = El!
4

(i) Utilisation factorp = — = 0.833.




Modd-11:(M/M/S) : (</FCFS)

Measures of Model II
1. Length of the Queue,

5
.1.) B,
L, = p,-——e—)f(l_p where P, = =

2. Length of the system (L)

A
L, = Ll

3. Waiting time in the Queue

4. Waiting time in the system

L,

W,=T

5. The mean number of waiting Individuals, who acteally wait is
givenby (L | L>0)
1
T -
6. The mean waiting time in the Queue for those who actually wait
is given by (w|w>0)
|

SU - A

Pl
7. Prob (w>0) -‘l?p-

8. Probability that there will be some one waiting
LY
l-p
9. Average number of Idle servers
= 5 (average number of customers served)

10. Efficiency of M / M /S model

Average number of customers served
Total number of customers served




|£_31-EII|: A Telephone exchange has two long distance

operators, The telephone company finds that during the peak loag,
long distance calls arrive in & Polsson fashion st an average rate of |8
per hour. The length of service onm these calls is approximately
exponentially distributed with mean length S minutes.

(@) What is the probability that a subscriber will have 1o wait for

his long distance call during the peak hours of the day ?
IMU. BE (Mech) Oct 93
(d) I the subscribers will wait and are serviced in turn, what s
the expected waiting time 7 IMU. BE Cvil 1991

15| I
Solution : =2 A" g =g B™ 3

Tyt

) w il




[Example 12]: A supermarket has two girls ringing up sales at the

counters. If the service time for each customer is exponential with
mean 4 minutes, and if the people arrive in a Poisson fashion at the

rate of 10 per hour.
fa) What is the probability of having to wait for service ?
[MU. BE. Mech. Apr 97|

() What is the expected percentage of idle time for each girl ?
[MU. BE. Mech. Apr 97/

fe) If a customer has to wait, what is the expected length of his
waiting time ? [MU. B.Sc. Maths 90/

[MU. MBA Aprit 98}
Solution : (a) Probability of having to wait for service
&) Py
is P(w>0) = A0-p)
A

Here X'%' ll"%. I p= m 3
! (spy" _m’_]"

o = |Z Wt (-p)

a_lf’r a.l,pi -1
T (1)

z
L0

1 TSN :
2 9
(5)’.1
6) 2 1
Thus Prob (W>0) = m =2
(b) The fraction of the time, the service is busy

. D
su 3
. The fraction of the time service remains

dle = 1-5 =% = 67% (nearly)

L e T e G e |
47 276

= £ =3 minutes




:Apﬂrdmﬁonhshopn-p&muniuu.,

follows the exponential distribution with mean 4 minutes ang cans
arrive for service in a Poisson process at the rate of ten cars per hoyy
Find the probability that a customer has to wait for service. )
proportion of time the pump remains idle ? IMU.MCA.Nnn,
MUJE.M«.A.Novm
Solution : Here 5 = 2, ).~ 10 per hr
1
j--c paminute-g‘g= I5 per hour
A 10 1
P m “2x15" 3
(i) The proportion of time, the pumps remain busy
1

s 3

L
i

. The proportion of time, the pump remains idle =1 -
=> % of idle period = 67% (app)

l,
3 ol
l_p thnP,'s! Pu

[2-1 (¢ (’Et -1
md%"iﬂ%%*:m-m]
Ly, (oo ”
- };m *2m—m]

= -1
- [, .m_sL]
: n! 2(1 -p)

-1
- |

1 % (3‘2)
= [L+3*x2+350-1)

(i  Prob(w>0)

]
= T S
B 2 Rt R bE R
| 1
= - 2 |’2

+
w|

+
Wy




prob (W =>0)

- Prob (W=>0)

P

—2~ where P, =

l-p s

(2)’1 4 1

3] 2 el
2! T
1

= S TRy |
1 93

1-3

0.167 (app)

(?',,o

A

O |-




[Example 16|: Four counters are being run on the frontier of a

country to check the passports and necessary papers of the tourists.
The tourist chooses a counter at random. If the arrival at the frontier
is Poisson at the rate of A and the service time is exponential with

parameter % , what is the steady state average queue at cach

counter ?

I 1
Solution : Here s -4’“=5'p=sp=§

NS
3 on 44(2
b =Tty 1
=) 1_2
_ 2
- 23
o |
_ P
Ly = "o {1-pp "o
1
L .23




model 1li :
M | M | ) : (N/ FCFS)
Here the capacity of the system is Nmited, say N. [~fact arrivals
will mOt exceed N in any case. The various measures of this Model are

1. Py = .,l_- IMP'A.{ﬁﬁ-lisnw}

| -
2 P, - ;j’-,?-.-rp"forn-o.l,z....N
N

3. L, = Py > np"
0

A

n

6. W, =

: If for period of 2 hours in a day (8 —10 AM) trains
rive at the yard every 20 minutes but the service time continues to

main 36 minutes, then calculate for this period

fa) the probability that the yard is empty
@) average Queue length, assuming that capacity of the yard is 4
trains only.

Solution : Here p = g'g- 18 N~4
-1

z
'
" L

= () Py = 55— - 0.04
&) average Queus size
“
- Po 2 n-p"
n=0
- 0.04(p+2p2-3p3 4 aph)
- 29

= 3 trains.




[Exampic 19]: In a rallway marshalling yard, goods trains arriy,

at a rate of 30 trains per day. Assume that the inter arrival - (i,
follows an exponential distribution and the service time distribugiy,
is also exponential with an average of 36 minutes, calculate

fa) the probability that the yard is empty

(b) average Queuc length assuming that the line capacity of (h,

yard is 9 trains.
Solution : Hm% “«p = p=075
(a) The probability that the Queue size is zero is given by
Py - '—'—;—"—- where N=9
1-0.75 025 _
= Py = To@i5)® "~ 090 " 0.2649 [Ans]
b) Ava:geQ«mselemthisgivenbymefmnula.
N
e L 3
Lg 1 - ph*l ,E)"pﬂ
9

1-0.75
= L' o ' _(0'75)|o 'g:oﬂ (0.75)"

028 x9.58 = 3 trains.

- A barbershop has space to accommodate only 10

customers. He can service only one person at a time. If & customer
comes to his shop and finds it full, he goes to the next shop.
Customers randomly, arrive at an average rate A = 10 per hours and
the barbers service time is negative exponential with an average of

L = 5 minutes per customer. Find Py, P,

[Ans|

M
Solution : Here N=10, A = 59, b = 5
. Y
p g ‘
~. l-p 1-%
¢ 1 -pt! = 1= (!
0.1667
= 086ss ~ 0.1926

L (11;"") ”
- 1926 x (2)" n=0,1,2,....10




: A car park contains 5 cars. The arrival of cars is

Poisson at & mean rate of 10 per hour. The length of time each car
spends in the car park is negative exponential distribution with mean
of 2 hours. How many cars are in the car park on average ?

10 1 A
Solution: N=5, A=gq, W=37 7% P7~ 20

l-p
Po = (J-ph!

11:22:6 - ;;Z, = 2962 x 1077
N
L, = Py Lnp"
0

3
- (29692 x 10°%) x X, n(2.9692 x 103"
n=0

= (2.9692 x 1073) x [0 +(2.9692 x 1073)
+2 % (2.9692 x 102)2
+ 3 x (2.9692 x 1073)
+4 x(2.9692 x 1073)*
+5 % (2.9692 x 10-3)]
= (2.9384 x 10°%) x [0+ (2.9692 x 107%)
+2 % (2.9692 x 107%)
+3 % (2.9692 x 103y
+4 x (29692 x 13
+§x (29692 » 1034

= 5(app). [Ans/

: At 2 one-man barber shop, the customers arrive

following Poisson process at an average rate of 5 per hour and they
are served according to exponential distribution with an average
service rate of 10 minutes. Assuming that only 5 seals are available
for waiting customers, find the average time & customers, find the
iverage time a customer spends in the system.




Pg 2

Solution : w; - A ZW.

-

Here . = Sperhr
1

b = Jgx60

= Gperhr and N=5

S
s P

=
"

I-p -5/
Po = |_p‘ - ]—(516)6
|

Ve 6
T-(t T 1-1o7x 104
_ 01666 _ 0.1666

1-0.000] 1
= 0.1666

L
3

5
whereL, = 0.166x Y np"
=0

s "
- 0.166 x Zn(%)
Q0
= 0.166 [p +2p? + 3p® + 4p% + 5p]

- sai+ 2@ 3@ 4D’ @]
= 0.166 [0.833 + (2 x 0.694)

+(3x0,5782) + (4 x 0.4816) + 5(0.4012)

0.166
= T5  [0333+1.388 + 1.7346 + 1.9264 + 2.006]

0.166 x 7.88
5

= 13094 +5

“ 026 hrs

= 16 minutes.




Model IV (M /M /S):FCFS/N)

This model is essemally the same a8 mode [ excepe that the
maximum number of customers in the system s limited 10 N, where N~ §
{S = no. of channels). Therefore

{l:°‘u$N
M 0 n2N

nplsnsy

o, e {cusSnSN

;‘;e)'h; Osmys

"
fiﬂe) s FSnsN

-1
o[ 405 - 2]

W, =75 where A=A (1-py)
1
W, =W -;

[Frample 23]: A Sarber shop has two barbery and three chairs

for customers. Assume tha! the customers arrive in Poisson fashion at
a rate of § per hour and that cach barber services customers
according to an exponential detribution with mesn of 15 minutes.
Further if & customer arrives snd there are mo empty chairs i the
8o, he will leave, What is the probability st the shop s emspty *
What is the expected number of customers in the shop 7

Solution : HereS=2, N=3, l'%"i!i customer/minute
1
F = 75 perminute

2 -

LEA P ]




,

1 "
al ({) «028, 0sm <2

‘Flfﬁ (%).x 028, 25ns3

'-:—,(Lzsy'xom. 0sn<?

{F&;(usrmza. 25053

n
-1 (""')!}'"!

Le*s-my 3 n!

J 1 2-m () =25
Ln-p, +2-py z:‘ ‘_L&.T

-l
= P*2-32p,
- [._‘,_'ﬂ(usp " o_gs]+ 2-32 x 028

xlﬂ#-g;z—‘ *2_32.0'”

= 1.226 customers







MODULE 5
GAME THEORY & GOAL PROGRAMMING

LESSON 1 BASIC CONCEPTSIN GAME THEORY

LESSON OUTLINE

Introduction to the theory of games

The definition of a game

Competitive game

Managerial applications of the theory of games
Key concepts in the theory of games

Types of games

LEARNING OBJECTIVES

After reading thislesson you should be able to

- understand the concept of agame

- grasp the assumptions in the theory of games

- appreciate the managerial applications of the the
- understand the key conceptsin the theory of gan
- distinguish between different types of games

Introduction to game theory

Game theory seeks to analyse competing situations which arise out of conflicts of interest.
Abraham Maslow’ s hierarchical model of human needs lays emphasis on fulfilling the basic
needs such as food, water, clothes, shelter, air, safety and security. There is conflict of interest
between animals and plants in the consumption of natural resources. Animals compete among
themselves for securing food. Man competes with animals to earn his food. A man aso
competes with another man. In the past, nations waged wars to expand the territory of their
rule. In the present day world, business organizations compete with each other in getting the
market share. The conflicts of interests of human beings are not confined to the basic needs
alone. Again considering Abraham Masiow’s model of human needs, one can realize that
conflicts also arise due to the higher levels of human needs such as love, affection, affiliation,
recognition, status, dominance, power, esteem, ego, self-respect, etc. Sometimes one
witnesses clashes of ideas of intellectuals also. Every intelligent and rational participant in a
conflict wants to be a winner but not all participants can be the winners at a time. The
situations of conflict gave birth to Darwin’s theory of the ‘survival of the fittest’. Nowadays
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the concepts of conciliation, co-existence, co-operation, coalition and consensus are gaining
ground. Game theory is another tool to examine situations of conflict so as to identify the
courses of action to be followed and to take appropriate decisions in the long run. Thus this
theory assumes importance from managerial perspectives. The pioneering work on the theory
of games was done by von Neumann and Morgenstern through their publication entitled ‘ The
Theory of Games and Economic Behaviour’ and subsequently the subject was developed by
several experts. This theory can offer valuable guidelines to a manager in ‘strategic
management’ which can be used in the decision making process for merger, take-over, joint
venture, etc. The results obtained by the application of this theory can serve as an early
warning to the top level management in meeting the threats from the competing business
organizations and for the conversion of the internal weaknesses and externa threats into
opportunities and strengths, thereby achieving the goal of maximization of profits. While this
theory does not describe any procedure to play agame, it will enable a participant to select the
appropriate strategies to be followed in the pursuit of his goals. The situation of failure in a
game would activate a participant in the analysis of the relevance of the existing strategies and
lead him to identify better, novel strategies for the future occasions.

Definitions of game theory

There are several definitions of game theory. A few standard definitions are presented below.

In the perception of Robert Mockler, “Game theory is a mathematical technique
helpful in making decisions in situations of conflicts, where the success of one part depends at
the expense of others, and where the individual decision maker is not in complete control of
the factors influencing the outcome”.

The definition given by William G. Nelson runs as follows: “Game theory, more
properly the theory of games of strategy, is a mathematical method of analyzing a conflict.
The alternative is not between this decision or that decision, but between this strategy or that
strategy to be used against the conflicting interest”.

In the opinion of Matrin Shubik, “Game theory is a method of the study of decision
making in situation of conflict. It deals with human processes in which the individual
decision-unit is not in complete control of other decision-units entering into the environment”.

According to von Neumann and Morgenstern, “The ‘Game’ is simply the totality of
the rules which describe it. Every particular instance a which the game is played — in a
particular way — from beginning to end is a ‘play’. The game consists of a sequence of

moves, and the play of a sequence of choices’.
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J.C.C McKinsey points out a valid distinction between two words, namely ‘game’ and
‘play’. According to him, “game refersto a particular realization of the rules’.

In the words of O.T. Bartos, “The theory of games can be used for ‘prescribing’ how
an intelligent person should go about resolving social conflicts, ranging all the way from open
warfare between nations to disagreements between husband and wife’.

Martin K Starr gave the following definition: “Management models in the competitive
sphere are usually termed game models. By studying game theory, we can obtain substantial
information into management’s role under competitive conditions, even though much of the
game theory is neither directly operational nor implementable”.

According to Edwin Mansfield, “A game is a competitive situation where two or more
persons pursue their own interests and no person can dictate the outcome. Each player, an
entity with the same interests, make his own decisions. A player can be an individual or a
group”.

Assumptionsfor a Competitive Game

Game theory helps in finding out the best course of action for a firm in view of the
anticipated countermoves from the competing organizations. A competitive situation is a
competitive game if the following properties hold:

1. The number of competitorsis finite, say N.

2. A finite set of possible courses of action is available to each of the N competitors.

3. A play of the game results when each competitor selects a course of action from the
set of courses available to him. In game theory we make an important assumption
that a the players select their courses of action simultaneously. As a result, no
competitor will be in a position to know the choices of his competitors.

4. The outcome of a play consists of the particular courses of action chosen by the
individual players. Each outcome leads to a set of payments, one to each player,
which may be either positive, or negative, or zero.

Managerial Applications of the Theory of Games

The techniques of game theory can be effectively applied to various managerial
problems as detailed below:
1) Analysis of the market strategies of a business organization in the long run.
2) Evaluation of the responses of the consumersto anew product.
3) Resolving the conflict between two groups in a business organization.

4) Decision making on the techniques to increase market share.
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5) Material procurement process.

6) Decision making for transportation problem.
7) Evaluation of the distribution system.

8) Evaluation of the location of the facilities.
9) Examination of new business ventures and
10) Competitive economic environment.

Key conceptsin the Theory of Games

Several of the key concepts used in the theory of games are described below:
Players:
The competitors or decision makersin agame are called the players of the game.
Strategies:
The alternative courses of action available to a player are referred to as his strategies.
Pay off:
The outcome of playing a game is called the pay off to the concerned player.
Optimal Strategy:
A strategy by which a player can achieve the best pay off is called the optimal strategy for
him.
Zero-sum game:
A game in which the tota payoffs to all the players at the end of the game is zero is referred
to asazero-sum game.
Non-zero sum game:
Games with “less than complete conflict of interest” are called non-zero sum games. The
problems faced by a large number of business organizations come under this category. In
such games, the gain of one player in terms of his success need not be completely at the
expense of the other player.
Payoff matrix:
The tabular display of the payoffs to players under various alternatives is called the payoff
matrix of the game.
Pure strategy:
If the game is such that each player can identify one and only one strategy as the optimal
strategy in each play of the game, then that strategy is referred to as the best strategy for that
player and the game is referred to as a game of pure strategy or a pure game.
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Mixed strategy:

If there is no one specific strategy as the ‘best strategy’ for any player in a game, then the
game isreferred to as agame of mixed strategy or a mixed game. In such a game, each player
has to choose different alternative courses of action from time to time.

N-person game:

A game in which N-playerstake part is called an N-person game.

Maximin-Minimax Principle:

The maximum of the minimum gains is called the maximin value of the game and the
corresponding dtrategy is called the maximin strategy. Similarly the minimum of the
maximum losses is called the minimax value of the game and the corresponding strategy is
called the minimax strategy. |f both the values are equal, then that would guarantee the best
of the worst results.

Negotiable or cooperative game:

If the game is such that the players are taken to cooperate on any or every action which may
increase the payoff of either player, then we call it a negotiable or cooperative game.
Non-negotiable or non-cooper ative game:

If the players are not permitted for coalition then we refer to the game as a non-negotiable or
non-cooperétive game.

Saddle point:

A saddle point of a game is that place in the payoff matrix where the maximum of the row
minima is equal to the minimum of the column maxima. The payoff at the saddle point is
called the value of the game and the corresponding strategies are called the pure strategies.
Dominance:

One of the strategies of either player may be inferior to at least one of the remaining ones.
The superior strategies are said to dominate the inferior ones.

Types of Games:

There are several classifications of a game. The classification may be based on various
factors such as the number of participants, the gain or loss to each participant, the number of
strategies available to each participant, eic. Some of the important types of games are
enumerated below.

Two person games and n-person games:

In two person games, there are exactly two players and each competitor will have a finite
number of strategies. If the number of players in a game exceeds two, then we refer to the

game as n-person game.
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Zero sum game and non-zero sum game:
If the sum of the payments to all the players in a game is zero for every possible outcome of
the game, then we refer to the game as a zero sum game. If the sum of the payoffs from any
play of the game is either positive or negative but not zero, then the game is called a non-zero
sum game
Games of perfect information and games of imperfect infor mation:
A game of perfect information is the one in which each player can find out the strategy that
would be followed by his opponent. On the other hand, a game of imperfect information isthe
one in which no player can know in advance what strategy would be adopted by the
competitor and a player has to proceed in his game with his guess works only.
Games with finite number of moves / players and games with unlimited number of
moves:
A game with a finite number of moves is the one in which the number of moves for each
player is limited before the start of the play. On the other hand, if the game can be continued
over an extended period of time and the number of moves for any player has no restriction,
then we call it a game with unlimited number of moves.
Constant-sum games:
If the sum of the game is not zero but the sum of the payoffs to both players in each case is
constant, then we call it aconstant sum game. It is possible to reduce such a game to a zero-
sum game.
2x2 two person game and 2xn and mx2 games:
When the number of players in a game is two and each player has exactly two drategies, the
game is referred to as 2x2 two person game.

A game in which the first player has precisely two strategies and the second player has
three or more strategies is called an 2xn game.

A game in which the first player has three or more strategies and the second player has
exactly two strategies is called an mx2 game.

3x3 and large games:
When the number of playersin agameistwo and each player has exactly three strategies, we
call it a3x3 two person game.

Two-person zero sum games are said to be larger if each of the two players has 3 or

more choices.
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The examination of 3x3 and larger games is involves difficulties. For such games, the
technique of linear programming can be used as a method of solution to identify the optimum
strategies for the two players.

Non-constant games:
Consider a game with two players. If the sum of the payoffs to the two players is not constant
in all the plays of the game, then we call it anon-constant game.

Such games are divided into negotiable or cooperative games and non-negotiable or
non-cooperétive games.

QUESTIONS
1. Explainthe concept of a game.
Define agame.
State the assumptions for a competitive game.

State the managerial applications of the theory of games.

Explain the following terms: strategy, pay-off matrix, saddle point, pure strategy and
mixed strategy.

Explain the following terms. two person game, two person zero sum game, value of a

ok W DN

S

game, 2xn game and mx2 game.
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LESSON 2
TWO-PERSON ZERO SUM GAMES

LESSON OUTLINE

e The concept of atwo-person zero sum game
e The assumptions for atwo-person zero sum game
e Minimax and Maximin principles

LEARNING OBJECTIVES

After reading thislesson you should be able to

- understand the concept of a two-person zero sum game

- haveanideaof theassumptions for atwo-person zero sum game

- understand Minimax and Maximin principles

- solve atwo-person zero sum game

- interpret the results from the payoff matrix of a two-person zero sum game

Definition of two-person zero sum game

A game with only two players, say player A and player B, is called a two-person zero sum
game if the gain of the player A is equal to the loss of the player B, so that the total sum is
zero.
Payoff matrix:
When players select their particular strategies, the payoffs (gains or losses) can be represented
in the form of a payoff matrix.

Since the game is zero sum, the gain of one player is equal to the loss of other and
vice-versa. Suppose A has m strategies and B has n strategies. Consider the following payoff
matrix.

Player B’s strategies

B1 82 Bn
A& &, &, A

Player A’sstrategies A |31 8» 3y
Anla, a, - a,
Player A wishesto gain as large a payoff g; as possible while player B will do his best to

reach as small a value g; as possible where the gain to player B and loss to player A be (-

)
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Assumptionsfor two-per son zero sum game:
For building any model, certain reasonable assumptions are quite necessary. Some
assumptions for building a model of two-person zero sum game are listed below.

a) Each player has available to him a finite number of possible courses of action.
Sometimes the set of courses of action may be the same for each player. Or, certain
courses of action may be available to both players while each player may have certain
specific courses of action which are not available to the other player.

b) Player A attempts to maximize gains to himself. Player B tries to minimize losses to
himself.

c) The decisions of both players are made individually prior to the play with no
communication between them.

d) The decisions are made and announced simultaneously so that neither player has an
advantage resulting from direct knowledge of the other player’s decision.

€) Both players know the possible payoffs of themselves and their opponents.

Minimax and Maximin Principles
The selection of an optimal strategy by each player without the knowledge of the competitor’'s
strategy is the basic problem of playing games.

The objective of game theory isto know how these players must select their respective
strategies, so that they may optimize their payoffs. Such a criterion of decision making is
referred to as minimax-maximin principle. This principle in games of pure strategies leads to
the best possible selection of a strategy for both players.

For example, if player A chooses his i strategy, then he gains at least the payoff min

a;, which is minimum of the i™ row elements in the payoff matrix. Since his objective is to

maximize his payoff, he can choose strategy i so as to make his payoff as large as possible.

i.e., apayoff which isnot lessthan max min a

Ki<m I<j<n i
Similarly player B can choose jth column elements so as to make his loss not greater than

min max a, .

I<j<n I<i<m |
If the maximin value for a player is equal to the minimax value for another player, i.e.

max min a, =V =min max a,

1<ism I<j<n Y 1<j<n 1<ism 7
then the game is said to have a saddle point (equilibrium point) and the corresponding

strategies are called optimal strategies. If there are two or more saddle points, they must be
equal.
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The amount of payoff, i.e., V a an equilibrium point is known as the value of the

game.

The optimal strategies can be identified by the players in the long run.

Fair game

The game is said to be fair if the value of the game V = 0.

Problem 1:

Solve the game with the following pay-off matrix.

Player B
Strategies
(I | B 1 | B AVARV
/-2 5 -3 6 7
Player A Strategies 2| 4 6 8 -1 6
38 2 3 5 4
4115 14 18 12 20

Solution:

First consider the minimum of each row.

Row

Minimum Value

1
2
3
4

-3
-1

2
12

Maximum of {-3, -1, 2, 12} =12

Next consider the maximum of each column.

Column

Maximum Value

1
2
3
4
5

15
14
18
12
20

Minimum of {15, 14, 18, 12, 20}= 12

We see that the maximum of row minima = the minimum of the column maxima. So the

game has a saddle point. The common value is12. Therefore the value V of the game = 12.

Interpretation:

In the long run, the following best strategies will be identified by the two players:
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The best strategy for player A is strategy 4.

The best strategy for player B is strategy V.

The game is favourable to player A.

Problem 2:

Solve the game with the following pay-off matrix
Player Y
Strategies

I | I 1 B AVARRV/

19 12 7 14 26
Player X Strategies 2|25 35 20 28 30
37 6 -8 3 2
48 11 13 -2 1
Solution:
First consider the minimum of each row.
Row Minimum Value
1 7
2 20
3 -8
4 -2

Maximum of {7, 20, -8, -2} = 20

Next consider the maximum of each column.

Column Maximum Value
1 25
2 35
3 20
4 28
5 30

Minimum of {25, 35, 20, 28, 30}= 20
It is observed that the maximum of row minima and the minimum of the column
maxima are equal. Hence the given the game has a saddle point. The common value is 20.
Thisindicates that the value V of the game is 20.

Interpretation.
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The best strategy for player X is strategy 2.
The best strategy for player Y isstrategy I11.
The game is favourable to player A.
Problem 3:

Solve the following game:

Player B
Strategies
(I | B 1 B AV
11 -6 8 4
Player A Strategies 23 -7 2 -8
35 5 -1 0
43 -4 5 7
Solution
First consider the minimum of each row.
Row Minimum Value
1 -6
2 -8
3 -5
4 -4

Maximum of {-6, -8, -5, -4} =-4

Next consider the maximum of each column.

Column Maximum Value
1 5
2 -4
3
4

Minimum of {5, -4,8,7}=-4
Since the max {row minima} = min {column maxima}, the game under consideration has a
saddle point. The common value is—4. Hence the value of the game is—4.
Interpretation.
The best strategy for player A is strategy 4.
The best strategy for player B is strategy |1.
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Since the value of the game is negative, it is concluded that the game is favourable to

player B.
QUESTIONS

1.

o o

What is meant by a two-person zero sum game? Explain.

2. Statethe assumptions for a two-person zero sum game.
3.
4

. How will you interpret the results from the payoff matrix of a two-person zero sum

Explain Minimax and Maximin principles.

game? Explain.
What is a fair game? Explain.

Solve the game with the following pay-off matrix.

Player B
Strategies
I i m v v
i1 7 5 2 3 9
Player A Strategies 2/10 8 7 4 5
3 9 12 0 2 1
4117 -2 -1 3 4

Answer: Best strategy for A: 2
Best strategy for B: 1V
V=4
The game is favourable to player A

7. Solve the game with the following pay-off matrix.

Player B
Strategies
I i u 1w Vv
=2 -3 8 7 O
1 -7 -5 -2 3
4 -2 3 5 -1
6 -4 5 4 7

Player A Strategies

A W DN PP

Answer: Best strategy for A: 3
Best strategy for B: 11
V=-2
The game is favourable to player B

8. Solve the game with the following pay-off matrix.
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Player B

6 4

Player A
y 7 5

Answer: Best strategy for A: 2
Best strategy for B: 11
V=5
The game is favourable to player A

9. Solvethe following game and interpret the result.

Player B
Strategies
| i a1
1|-3 -7 1 3
Player A Strategies 2-1 2 -3 1
30 4 2 6
4/-2 -1 -5 1

Answer: Best strategy for A: 3
Best strategy for B: |
V=0
The valueV = 0 indicates that the gameis afair one.
10. Solve the following game:

Player B
Strategies
I I
111 8 2
Player A Strategies 2/ 3 5 6
32 2 1

Answer: Best strategy for A: 2
Best strategy for B: |
V=3
The game is favourable to player A
11. Solve the game
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Player A
Answer 1V =-1
12. Solve the game
Player X
Answer :V =2
13. Solve the game
Player A

Answer 1V =7

Player B

[ | 1 T I Y
114 -1 2 0
2-3 5 9 -2
32 -8 0 -1

Player Y

[ | I 1| B AV
114 0 1 7 -1
200 3 5 -7 5
33 2 3 4 3
4-6 4 -1 0 5
50 0 6 0 O

Player B

[ m v v
119 3 4 4 2
218 6 8 5 12
310 7 19 18 14
48 6 8 11 6
53 5 16 10 8
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14. Solve the game

Player X

Answer 1V =10

15. Solvethe game

Player A

Answer 1V =11

Player Y

17

10
20
12

10 12

o]

©
0N N O

w O

11 14 13
18 17 10 15
11 15 9 5

0 L © 0

17
11

Player B

12

13
14
20

14 8 7 4
13 6 7 9
3
9

o]
(o]
(o))

18 17 11 14
12 16 9 6

D = 00 ©

16
13

16. Examine whether the following game is fair.

Player X

Player Y

6 4 3 -2
3 5 0 8

7 -2 6 5

Answer : V =0. Therefore, it isafair game.
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LESSON 3
GAMESWITH NO SADDLE POINT

LESSON OUTLINE

The concept of a 2x2 game with no saddle point
The method of solution

LEARNING OBJECTIVES

After reading thislesson you should be able to

understand the concept of a 2x2 game with no saddle point

know the method of solution of a 2x2 game without saddle point
solve a game with a given payoff matrix

interpret the results obtained from the payoff matrix

2 X 2 zero-sum game

When each one of thefirst player A and the second player B has exactly two strategies,

wehavea 2 x 2 game.

Motivating point

First let usconsider an illustrative example.
Problem 1:

Examine whether the following 2 x 2 game has a saddle point

Player B
Player A 35
4 2
Solution:
First consider the minimum of each row.
Row Minimum Value
1 3
2 2

Maximum of {3, 2} =3

Next consider the maximum of each column.

Column Maximum Value
1 4
2 5

Minimum of {4, 5}=4
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We see that max {row minima} and min {column maxima} are not equal. Hence the
game has no saddle point.
M ethod of solution of a 2x2 zero-sum game without saddle point
Suppose that a 2x2 game has no saddle point. Suppose the game has the following pay-off
matrix.
Player B
Strategy

a b
c d

Player A Strategy

Since this game has no saddle point, the following condition shall hold:
Max{Min{a,b}, Min{c,d}} # Min{Max{a,c}, Max{b, d} }

In thiscase, the gameis called a mixed game. No strategy of Player A can be called the
best strategy for him. Therefore A hasto use both of hisstrategies. Similarly no strategy
of Player B can becalled the best strategy for him and he hasto use both of his
strategies.

Let p bethe probability that Player A will use hisfirst strategy. Then the
probability that Player A will use his second strategy is 1-p.
If Player B follows hisfirst strategy

Expected vaue of the pay-off to Player A

Expected vaue of the pay-off to Player A Expected vaue of the pay-off to Player A

= aisng fromhisfirs strategy ! arising from his second strategy

=ap+c(l- p) @

In the above equation, note that the expected value is got as the product of the corresponding
values of the pay-off and the probability.

If Player B follows his second strategy

erattoram A |7 @

If the expected values in equations (1) and (2) are different, Player B will prefer the minimum
of the two expected values that he has to give to player A. Thus B will have a pure strategy.
This contradicts our assumption that the game is a mixed one. Therefore the expected values
of the pay-offs to Player A in equations (1) and (2) should be equal. Thus we have the

condition
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ap+c(l-p) = bp+d(1-p)
ap-bp = (- p)ld-c]
p(a-b) = (d-9-pd-c)
p(a-—b)+ p(d-c) = d-c
p(a—b+d-c) = d-c

3 d-c
P " (a+xd)-(b+0)

a+d-b-c-d+c
1-p =
(@a+d)—(b+c)
B a-b
- (a+d)—(b+c)
The number of times A_  The number of times A d-c _ a-b

will usefirst strategy ~ ~ will use second strategy :(a+d)—(b+c)'(a+d)—(b+c)
The expected pay-off to Player A

=ap+c(l-p)
=Cc+ p(a—c)
s (d-c)(a-c)

(a+d)-(b+c)
_c{(a+d)-(b+c)}+(d-c)(a-c)
- (a+d)—(b+c)
_ac+cd—bc—c?+ad—cd —ac+c?)

(a+d)-(b+c)
_ad-bc
(a+d)-(b+c)

Therefore, the value V of the game is
ad —bc
(a+d)—(b+c)
To find the number of timesthat B will use hisfirst strategy and second strategy:
Let the probability that B will use his first strategy be r. Then the probability that B will use
his second strategy is 1-r.
When A usehisfirs srategy

The expected value of loss to Player B with hisfirst strategy = ar

The expected value of loss to Player B with his second strategy = b(1-r)
Therefore the expected value of lossto B = ar + b(1-r) 3
When A use hissecond strateqy

The expected value of loss to Player B with hisfirst strategy = cr
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The expected value of loss to Player B with his second strategy = d(1-r)
Therefore the expected value of lossto B = cr + d(1-r) 4)

If the two expected values are different then it results in a pure game, which is a contradiction.
Therefore the expected values of loss to Player B in equations (3) and (4) should be equal.
Hence we have the condition

ar+b(l-r)=cr+d@-r)

ar+b-br=cr+d-dr

ar—br—cr+dr=d-b

r(a-b—-c+d)=d-b

(o 4d-b

a-b-c+d
d-b
“(a+d)-(b+c)

Problem 2:

Solve the following game

;]

Solution:

First consider the row minima

Row Minimum Value
1 2
2 1

Maximum of {2, 1} =2

Next consider the maximum of each column.

Column Maximum Value
1 4
2 5

Minimum of {4, 5}=4
We see that
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Max {row minima} = min { column maxima}
So the game has no saddle point. Thereforeit isamixed game.
Wehavea=2,b=5,c=4andd=1.
Let p be the probability that player X will use hisfirst strategy. We have
B d-c
(a+d)—(b+c)
3 1-4
(2+1D)-(5+4)
-3
3-9
_3
—6

p

The probability that player X will use his second strategy is1-p = 1-

N~
N

ad-bc  2-20 -18
(a+d)-(b+c) 3-9 -6

Let r be the probability that Player Y will use his first strategy. Then the probability that Y

Value of thegame V = =3.

will use his second strategy is (1-r). We have

. d-b
(a+d)—(b+c)
3 1-5
(24D -(5+4)
4
S 3-9
4
6
2
3
1-r =1—g=1
3 3
Interpretation.
1.1
p:(1-p)= 55

Therefore, out of 2 trias, player X will use his first sgrategy once and his second strategy

once.
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r:(1-r) =

wlnN
Wl

Therefore, out of 3 trids, player Y will use his first strategy twice and his second strategy
once.
QUESTIONS

1. What isa2x2 game with no saddle point? Explain.

2. Explainthe method of solution of a 2x2 game without saddle point.

3. Solve the following game

Y

12 4

X
a3
Answer: p= l,r:l,V:6
3 4
4. Solve the following game

Y

Answer: p = ﬂ r= },V:—l
7 3
5. Solvethe following game
Y
10 4
X
el
Answer: p = l r= E,V:7
4 2
6. Solve the following game
Y
20 8
X
-2 10
Answer: p = l r= i,V:Q
2 12
7. Solve the following game
Y
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AnSNeer:},rzl,V:4
3 4

8. Solve the following game

Y
12 6
X
s
AnSNer:p:E,r:E,st
3 3
9. Solve the following game
Y

AnSNer:p:E,r:l,V:Q
2 2

10. Solve the following game

Y
1
X 6 4
4 8
AnSNer:p:E,r:E,V:7
4 4
11. Solve the following game
Y
-11 5
X
]
AnSNer:p:l,r:l,V:—Z
2 16
12. Solve the following game Y
-9 3
X
5 -7
AnSNer:p:E,r:—S,V:—Z
2 12
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LESSON 4
THE PRINCIPLE OF DOMINANCE

LESSON OUTLINE

e The principle of dominance
e Dividing agame into sub games

LEARNING OBJECTIVES

After reading thislesson you should be able to

- understand the principle of dominance
- solve agame using the principle of dominance
- solve agame by dividing a game into sub games

The principle of dominance

In the previous lesson, we have discussed the method of solution of a game without a saddle
point. While solving a game without a saddle point, one comes across the phenomenon of the
dominance of arow over another row or a column over another column in the pay-off matrix
of the game. Such a situation is discussed in the sequel.

In agiven pay-off matrix A, we say that the i*" row dominates the k™ row if

a; > a, fordlj=12,...,n
and
a, >a, foratleastone j.
In such a situation player A will never use the strategy corresponding to k™ row,
because he will gain less for choosing such a strategy.
Similarly, we say the p* column in the matrix dominates the g™ column if

a, <a, forali=1,2,....m

and

a, <a, for a least onei.

In this case, the player B will loose more by choosing the strategy for the ™ column than by
choosing the strategy for the p* column. So he will never use the strategy corresponding to
the ™ column. When dominance of arow ( or a column) in the pay-off matrix occurs, we can
delete a row (or a column) from that matrix and arrive at a reduced matrix. This principle of

dominance can be used in the determination of the solution for a given game.
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Let us consider an illustrative example involving the phenomenon of dominance in a game.

Problem 1:

Solve the game with the following pay-off matrix:

Solution:

First consider the minimum of each row.

Player A

Player B
v
114 2 3 6
213 4 7 5
316 3 5 4

Row Minimum Value
1 2
2 3
3 3

Maximumof {2, 3,3} =3

Next consider the maximum of each column.

The following condition holds:

Column Maximum Value
1 6
2 4
3 7
4 6

Minimumof {6, 4, 7,6} =4

Max {row minima} = min { column maxima}

Therefore we see that there is no saddle point for the game under consideration.

Compare columns |1 and I11.

Column 11 Column 111
2 3
4 7
3 5




We see that each element in column 111 is greater than the corresponding element in column
[1. The choice is for player B. Since column Il dominates column 111, player B will discard
his strategy 3.

Now we have the reduced game

[ | . AV
114 2 6
213 4 5
36 3 4

For this matrix again, there is no saddle point. Column Il dominates column 1V. The choice
isfor player B. So player B will give up his strategy 4
The game reduces to the following:

(T
114 2
23 4
3|6 3

This matrix has no saddle point.
The third row dominates the first row. The choice is for player A. He will give up his
strategy 1 and retain strategy 3. The game reduces to the following:

;i)

ab
Again, there is no saddle point. We have a2x2 matrix. Take this matrix as { d}
c

Thenwehavea=3,b=4,c=6andd= 3. Usethe formulae for p, 1-p, r, 1-rand V.
3 d-c

(a+d)—(b+c)
__ 386

(3+3)-(6+4)

p
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___d-b

(a+d)—(b+0)
3-4

(3+3)—(6+4)

The value of the game
_ad-bc
~ (a+d)-(b+c)
_ 3x3-4x6
==
_-15
S 4
15
T4

Thus, X = (%%OOJ andY = (%%00} are the optimal strategies.

M ethod of convex linear combination

A strategy, say s, can also be dominated if it is inferior to a convex linear combination of
several other pure strategies. In this case if the domination is strict, then the strategy s can be
deleted. If strategy s dominates the convex linear combination of some other pure strategies,
then one of the pure strategies involved in the combination may be deleted. The domination
will be decided as per the above rules. Let us consider an example to illustrate this case.
Problem 2:

Solve the game with the following pay-off matrix for firm A:

FirmB
B B B, B
Al 4 8 -2 5 6]
Firm A Al 4 0 685
Al-2 6 4 4 2
Al 4 -3 56 3
Al 4 -1 57 3]
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Solution:

First consider the minimum of each row.

Row Minimum Value
1 -2
2 0
3 -6
4 -3
5 -1

Maximum of {-2, 0, -6, -3, -1} =0

Next consider the maximum of each column.

Column Maximum Value
1 4
2 8
3 6
4 8
5 6

Minimumof{ 4, 8,6,8,6}=4
Hence,
Maximum of {row minima} = minimum of { column maxima} .
So we see that there is no saddle point. Compare the second row with the fifth row. Each

element in the second row exceeds the corresponding element in the fifth row. Therefore, A,
dominates A,. The choice is for firm A. It will retain strategy A, and give up strategy A, .

Therefore the game reduces to the following.

BlBZBSB4BS
A4 8 -2 5 6
Al 4 0 68 5
Al-2 -6 -4 4 2
Al 4 3 56 3

Compare the second and fourth rows. We seethat A, dominates A,. So, firm A will retain

the strategy A, and give up the strategy A,. Thus the game reduces to the following:
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B B, B B, B
Al 4 8 -2 56
Al4 0 6 8 5
Al-2 6 -4 4 2
Compare the first and fifth columns. It is observed that B; dominates Bs. The choice is for

firmB. It will retain the strategy B, and give up the strategy B,. Thus the game reducesto the

following
B B, B B,
Al 4 8 -2 5
Al 4 0 6 8
Al-2 6 -4 4
Compare the first and fourth columns. We notice that B: dominates B4. So firm B will discard

the strategy B, and retain the strategy B,. Thusthe game reduces to the following:

B B, B
Al 4 8 -2
Al 4 0 6
Al-2 -6 -4

For this reduced game, we check that there is no saddle point.
Now none of the pure strategies of firms A and B is inferior to any of their other

strategies. But, we observe that convex linear combination of the strategies B, and B,

dominates B, i.e. the averages of payoffs dueto strategies B, and B,,

{8—2’0+6’—6—4}={3’3’_5}
22" 2

dominate B,. Thus B, may be omitted from consideration. So we have the reduced matrix

B, B
Al 8 -2
Al 0 6
Al-6 -4

Here, the average of the pay-offs due to strategies A and A, of firm A, ie.

{SLZO _22+ 6} ={4,2} dominates the pay-off dueto A,. So we get anew reduced 2x2 pay-

off matrix.
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Firm B’s strategy
BZ BS
Firm A’s strategy Al8 -2
Ao o

Wehavea=8,b=-2,c=0andd=6.

B d-c

~ (a+d)—(b+c)
~ 6-0
 (6+8)—(-2+0)
6

16

p

o | Ul

3
1-p=1-==
P= "%

.___d-b
(a+d)—(b+c)
_6-(-2
16

Value of the game:
__ad-bc
(a+d)—(b+c)
16
16
So the optimal strategies are
A= {§,§,0,0,0} ad B = {0,1,1,0,0}-
8'8 22

The value of the game = 3. Thus the game is favourable to firm A.
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Problem 3:
For the game with the following pay-off matrix, determine the saddle point
Player B
(I | B 1 B A/

PlerA1 1 03
& 201 0 3 2

3 -3 2 -1 4
Solution:

Columnll Column 11

1-1 0 0>-1
2/ 0 3 3> 0
3|-2 -1 -1>-2

The choice is with the player B. He has to choose between strategies |1 and I11. He will lose
more in strategy 11 than in strategy 1, irrespective of what strategy is followed by A. So he
will drop strategy 111 and retain strategy I1. Now the given game reduces to the following

game.
v
1 2 -1 -3
201 0 2
3|-3 -2 4
Consider the rows and columns of this matrix.
Row minimum:
| Row : -3
Il Row : 0 Maximumof {-3,0,-3} = 0
11 Row : -3
Column maximum:
| Column
Il Column : 0 Minimumof {2,0,4} = 0
[l Column 4

We see that
Maximum of row minimum = Minimum of column maximum = 0.

So, a saddle point exists for the given game and the value of the game is 0.
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Interpretation:

No player gains and no player loses. i.e., The game is not favourable to any player. i.e. Itisa

fair game.
Problem 4:
Solve the game
Player B
4 8 6
Player A |6 2 10
4 5 7
Solution:

First consider the minimum of each row.

Row Minimum
4
2
4

Maximum of {4,2,4} =4

Next, consider the maximum of each column.

Column Maximum
1 6
2 8
3 10

Minimum of {6, 8,10} = 6
Since Maximum of { Row Minima} and Minimum of { Column Maxima} are different, it
follows that the given game has no saddle point.

Denote the strategies of player A by A, A,, A,. Denote the strategies of player B by B, B,,B,.

Compare the first and third columns of the given matrix.

B B
4 6
6| |10
7 7
The pay-offs in B, are greater than or equal to the corresponding pay-offsin B,. The

player B has to make a choice between his strategies 1 and 3. He will lose more if he follows
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strategy 3 rather than strategy 1. Therefore he will give up strategy 3 and retain strategy 1.
Consequently, the given game is transformed into the following game:

B B

Al4 8

Al6 2

Ald4 5

Compare the first and third rows of the above matrix.
Bl BZ

Al4 8

Al4 5

The pay-offsin A are greater than or equal to the corresponding pay-offsin A,. The player

A has to make a choice between his strategies 1 and 3. He will gain more if he follows
strategy 1 rather than strategy 3. Therefore he will retain strategy 1 and give up strategy 3.

Now the given game is transformed into the following game.

B, B,
A {4 8}
Al6 2
It isa2x2 game. Consider the row minima.
Row Minimum
1 4
2 2

Maximum of {4,2} =4

Next, consider the maximum of each column.

Column Maximum
1 6
2 8

Minimumof {6,8} = 6
Maximum { row minima} and Minimum { column maxima} are not equal

Therefore, the reduced game has no saddle point. So, it isa mixed game

Take a b = 48 .Wehavea=4,b=8,c=6andd=2.
c d 6 2

The probability that player A will use hisfirst strategy isp. This iscalculated as
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3 d-c

 (a+d)—(b+0)

3 2-6

(4+2)-(8+6)

4

6-14

4 1

8 2

The probability that player B will use hisfirst strategy isr. This is calculated as
r—__4d-b

(a+d)—(b+c)

p

Value of thegameisV. This iscalculated as
3 ad —bc
~ (a+d)-(b+c)
_ 4x2-8x6
-
_8-4
-—%
— _40 —

=" =5
-8

Interpretation
Out of 3 trials, player A will use strategy 1 once and strategy 2 once. Out of 4 trials, player B

will use strategy 1 thrice and strategy 2 once. The game is favourable to player A.
Problem 5: Dividing a game into sub-games
Solve the game with the following pay-off matrix.

Player B
1 2 3
-4 6 3
Player A
nmi-3 3 4
"y 2 -3 4

Solution:
First, consider the row mimima
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MBA-H2040

for Managers
Row Minimum
-4
-3
3 -3

Maximum of {-4,-3,-3} =-3

Next, consider the column maxima

Column Maximum
1 2
2 6
3 4

Minimumof {2, 6

4} = 2

Quantitative Techniques

We see that Maximum of { row minima} = Minimum of { column maxima} .

So the game has no saddle point. Hence it is a mixed game. Compare the first and third

columns.

| Column Il Column

4 3 ~4<3
-3 4 _3<4
2 4 2<4

We assert that Player B will retain the first strategy and give up the third strategy. We get the

following reduced matrix.

4 6
-3 3
2 -3

We check that it is a game with no saddle point.
Sub games
Let us consider the 2x2 sub games. They are:

P

First, take the sub game
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Compare the first and second columns. We seethat -4<6and —-3<3. Therefore, the

game reduces to { } Since —4 < -3, it further reducesto —3.

3 3]

We see that it is a game with no saddle point. Takea=-4,b=6,c=2,d=-3. Then the

Next, consider the sub game

value of thegame is
_ad-bc
~ (a+d)—(b+c)
_(A=3)-(6)3
(-4+3)-(6+2)
=0

Next, take the sub game{_s 3}. Inthiscasewe havea=-3,b=3,c=2andd=-3. The

value of the game is obtained as
_ad-bc
~ (a+d)—(b+c)
_(=3(3-0B(?3

(-3-3)-(3+2)
_9-6__3
—-6-5 11
Let ustabulate the results as follows:
Sub game Value
-4 6
3 3 -3
-4 6
2 -3 0
-3 3
2 -3 3
11

The value of O will be preferred by the player A. For this value, the first and third
strategies of A correspond while the first and second strategies of the player B correspond to

the value O of the game. So it isafair game.
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QUESTIONS

1. Explain the principle of dominance in the theory of games.
2. Explain how a game can be solved through sub games.
3. Solve the following game by the principle of dominance:
Player B
Strategies
I inmn 1w

8 10 9 14
Player A Strategies 2(10 11 8 12

13 12 14 13

=

w

Answer:V = 12
4. Solve the game by the principle of dominance:

17 2
6 2 7
5 2 6

Answer:V =4

5. Solve the game with the following pay-off matrix
6 3 -1 0 -3
32 -4 2 -
Answer : p=§,r=g,V=——
5 5

6. Solvethe game

8 7 6 -1 2
12 10 12 0 4
14 6 8 14 16

4 7 70
Answer : p=§, r =§, V=—

9
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LESSON 5
GRAPHICAL SOLUTION OF A 2x2 GAME WITH NO SADDLE POINT

LESSON OUTLINE

e Theprinciple of graphical solution
e Numerical example

LEARNING OBJECTIVES

After reading thislesson you should be able to

- understand the principle of graphical solution
- derive the equations involving probability and expected value
- solve numerical problems

Example: Consider the game with the following pay-off matrix.

Player B
Player A {2 5}
4 1
First consider the row minima.
Row Minimum
1 2
2 1

Maximum of {2, 1} = 2.

Next, consider the column maxima

Column Maximum
1 4
2 5

We see that Maximum{ row minima} = Minimum { column maxima}

Minimum of {4, 5} =4.

So, the game has no saddle point. It isa mixed game.

Equationsinvolving probability and expected value:

Let p be the probability that player A will use hisfirst strategy.

Then the probability that A will use his second strategy is 1-p.
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Let E be the expected value of pay-off to player A.
When B uses hisfirst strategy
The expected value of pay-off to player A isgiven by

E=2p+4(1-p)
=2p+4-4p Q)
=4-2p

When B uses his second strategy
The expected value of pay-off to player A isgiven by
E=5p+1(1-p)
=5p+1-p 2
=4p+1
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MBA-H2040 Quantitative Techniques for Managers
Consider equations (1) and (2). For plotting the two equations on a graph sheet, get some points on them

as follows:
E=-2p+4

Graphical solution:
Procedure:
Take probability and expected value along two rectangular axes in a graph sheet. Draw two straight
lines given by the two equations (1) and (2). Determine the point of intersection of the two straight lines
in the graph. Thiswill give the common solution of the two equations (1) and (2). Thus we would obtain
the value of the game.

Represent the two equations by the two straight lines AB and CD on the graph sheet. Take the
point of intersection of AB and CD as T. For this point, we have p = 0.5 and E = 3. Therefore, the
value V of the game is 3.
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Problem 1.
Solve the following game by graphical method.
Player B
-18 2
Player A { }
6 —4
Solution:

First consider the row minima.

Row Minimum
1 -18
2 -4
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Maximum of {-18, - 4} =- 4.
Next, consider the column maxima.

Column Maximum
1 6
2 2

Minimum of {6, 2} =2.
We see that Maximum { row minima} = Minimum { column maxima}
So, the game has no saddle point. It isamixed game.
Let p bethe probability that player A will use his first strategy.
Then the probability that A will use his second strategy is 1-p.
When B uses hisfirst strategy
The expected value of pay-off to player A isgiven by
E=-18p+6(1-p)
=-18p+6-6p
=-24p+6
When B uses his second strategy
The expected value of pay-off to player A isgiven by

)

E=2p-4(1-p)
=2p-4+4p ()]
=6p-4
Consider equations (1) and (I1). For plotting the two equations on a graph sheet, get some points on them
asfollows:
E=-24p+6

p| O 1105
E| 6 |-18| -6

Graphical solution:

Take probability and expected value along two rectangular axes in a graph sheet. Draw two straight lines

given by the two equations (1) and (2). Determine the point of intersection of the two straight lines in the
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gr:';\ph This will provide the common solution of the two equations (1) and (2). Thus we would get the

value of the game.
Represent the two equations by the two straight lines AB and CD on the graph sheet. Take the

point of intersection of AB and CD as T. For this point, we have p = % and E = -2. Therefore, the

value V of the gameis-2.

E=6P-4

v

E=-24P+6
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QUESTIONS
1. Explain the method of graphical solution of a 2x2 game.
2. Obtain the graphical solution of the game

10 6
8 12
1
Answer: p = E,V:Q
3. Graphically solve the game
4 10
8 6
1
Answer: p:Z,V=7
4. Find the graphical solution of the game
-12 12
2 -6
3

Ans:ver:pzl,vz——
4 2

5. Obtain the graphical solution of the game
10 6
8 12
1
Answer: p = E,V:Q

6. Graphically solve the game
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LESSON 6
2 x nZERO-SUM GAMES
LESSON OUTLINE

A 2 X n zero-sum game

Method of solution

Sub game approach and graphical method
Numerical example

LEARNING OBJECTIVES
After reading thislesson you should be able to

- understand the concept of a2 X n zero-sum game

- solve numerical problems
The concept of a2 x n zero-sum game
When thefirst player A hasexactly two strategies and the second player B hasn (wheren isthree
or more) strategies, there resultsa 2 x n game. It is also called a rectangular game. Since A has
two strategies only, he cannot try to give up any one of them. However, since B has many
strategies, he can make out some choice among them. He can retain some of the advantageous
strategies and discard some disadvantageous strategies. The intention of B isto give as minimum
payoff to A as possible. In other words, B will always try to minimize the loss to himself.
Therefore, if some strategies are available to B by which he can minimize the payoff to A, then B

will retain such strategies and give such strategies by which the payoff will be very high to A.

Approaches for 2 x n zero-sum game
There are two approaches for such games: (1) Sub game approach and (2) Graphical approach.

Sub game approach
The given 2 x n game is divided into 2 x 2 sub games. For this purpose, consider all possible 2 x 2 sub
matrices of the payoff matrix of the given game. Solve each sub game and have a list of the values of
each sub game. Since B can make out a choice of his strategies, he will discard such of those sub games
which result in more payoff to A. On the basis of this consideration, in the long run, he will retain two

strategies only and give up the other strategies.

Problem

Solve the following game
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Player B

8
Player A {

Solution:
Let us consider all possible 2x2 sub games of the given game. We have the following sub games:

8 -2
1.

'8 -6
2.

13 10]

8 9
3

I

2 -6
4

5 10}

5 o
5.

6 9]
6.

110 2]

3 5 10 2

Let E be the expected value of the pay off to player A. Let p be the probability that player A will use his

first strategy. Then the probability that he will use his second strategy is 1-p. We form the equations for

E in al the sub games as follows:
Sub game (1)
Equation1: E=8p+3(1-p)=5p+3
Equation2: E=-2p+5(1-p)=—-7p+5
Sub game (2)
Equation 1: E=8p+3(1—- p)=5p+3
Equation 2: E=-6p+10(1- p)=-16p+10
Sub game (3)
Equation 1: E=8p+3(1—- p)=5p+3
Equation2: E=9p+2(1-p)=7p+2
Sub game (4)
Equation 1: E=-2p+51-p)=—-7p+5
Equation 2: E=-6p+10(1- p)=-16p+10
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Sub game (5)
Equation 1: E=-2p+51-p)=—7p+5
Equation2: E=9p+2(1-p)=7p+2

Sub game (6)
Equation 1: E=-6p+10(1- p)=-16p+10
Equation2: E=9p+2(1-p)=7p+2

Solve the equations for each sub game. Let us tabulate the results for the various sub games. We have

the following:
Sub game p Expected value E

! 1 EE
6 6

2 L i
3 3

3 1 1
2 2

4 5 10
9 9

5 3 7
14 2

6 8 102
23 23

Interpretation:
Since player A has only 2 strategies, he cannot make any choice on the strategies. On the other hand,

player B has 4 strategies. Therefore he can retain any 2 strategies and give up the other 2 strategies.
This he will do in such away that the pay-off to player A is at the minimum. The pay-off to A is the

-2 -6
minimum in the case of sub game 4. i.e., the sub game with the matrix { 5 10}

Therefore, in the long run, player B will retain his strategies 2 and 3 and give up his strategies 1

and 4. Inthat case, the probability that A will use his first strategy isp = g and the probability that he

will use his second strategy is 1-p = g i.e.,, Out of atota of 9 trials, he will use his first strategy five
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times and the second strategy four times. The value of the game is % The positive sign of V shows

that the game is favourable to player A.
GRAPHICAL SOLUTION:
Now we consider the graphical method of solution to the given game.

Draw two vertical lines MN and RS. Note that they are parallel to each other. Draw UV
perpendicular to MN aswell as RS. Take U asthe origin on the line MN. Take V asthe origin on the
line RS.

Mark unitson MN and RS with equal scale. The units on the two lines MN and RS are taken as
the payoff numbers. The payoffsin the first row of the given matrix are taken along the line MN while
the payoffs in the second row are taken along the line RS.

We have to plot the following points: (8, 3), (-2, 5), (-6, 10), (9, 2). The points 8, -2, -6, 9 are
marked on MN. The points 3, 5, 10, 2 are marked on RS.

Join a point on MN with the corresponding point on RS by a straight line. For example, join the
point 8 on MN with the point 3 on RS. We have 4 such straight lines. They represent the 4 moves of the
second player. They intersect in 6 points. Take the lowermost point of intersection of the straight lines. It
is called the Maximin point. With the help of this point, identify the optimal strategies for the second
player. This point corresponds to the points —2 and -6 on MN and 5 and 10 on RS. They correspond to

-2 -6
the sub game with the matrix :
5 10

The points —2 and —6 on MN correspond to the second and third strategies of the second player.
Therefore, the graphical method implies that, in the long run, the second player will retain his strategies
2 and 3 and give up his strategies 1 and 4.

We graphically solve the sub game with the above matrix. We have to solve the two equations E
=-7p+5and E =- 16 p + 10. Represent the two equations by two straight lines AB and CD on the

graph sheet. Take the point of intersection of AB and CD as T. For this point, we have p = g and E =

%. Therefore, the value V of the game is % We see that the probability that first player will use his
first srategy isp = g and the probability that he will use his second strategy is 1-p = g :
M R
10 — L 10
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E=-7P+5

E=-16P+10
E=-7pt5 E =-16p+10
p| 0| 1105 p | 0] 1]05
E 51-21]15 E |10 [ -6 2
QUESTIONS

1. Explain a2 x nzero-sum game.
2. Describe the method of solution of a2 x n zero-sum game.
3. Solve the following game:

Player B
10 2 6
Player A
158

AnSNer:p:%,Vz 4

LESSON 7
m X 2 ZERO-SUM GAMES

LESSON OUTLINE

An m X 2 zero-sum game

Method of solution

Sub game approach and graphical method
Numerical example

LEARNING OBJECTIVES

After reading thislesson you should be able to

- understand the concept of an m x 2 zero-sum game
- solve numerical problems

The concept of an m x 2 zero-sum game

When the second player B has exactly two strategies and the first player A has m (where m is
three or more) strategies, there resultsan m x 2 game. It isalso called a rectangular game. Since B
has two strategies only, he will find it difficult to discard any one of them. However, since A has
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more strategies, he will bein a position to make out some choice among them. He can retain some
of the most advantageous strategies and give up some other strategies. The motive of A isto get as
maximum payoff as possible. Therefore, if some strategies are available to A by which he can get
mor e payoff to himself, then he will retain such strategies and discard some other strategies which

result in relatively less payoff.

Approaches for m x 2 zero-sum game
There are two approaches for such games: (1) Sub game approach and (2) Graphical approach.

Sub game approach

The given m x 2 game is divided into 2 x 2 sub games. For this purpose, consider all possible 2 x 2 sub
matrices of the payoff matrix of the given game. Solve each sub game and have a list of the values of
each sub game. Since A can make out a choice of his strategies, he will be interested in such of those
sub games which result in more payoff to himself. On the basis of this consideration, in the long run, he

will retain two strategies only and give up the other strategies.

Problem
Solve the following game:
Player B
Strategies
I Il
1 |5 8
Player A Strategies 2 -2 10
3 |12 4
4 | 6 5
Solution:

Let us consider all possible 2x2 sub games of the given game. We have the following sub games:

(5 8
7.

-2 10

(5 8
8.

12 4

(5 8
9.

6 5

(2 10
10.

12 4}
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-2 10
11,
;o

(12 4
12,
o s

Let E be the expected value of the payoff to player A. i.e., the lossto player B. Let r be the probability
that player B will use his first strategy. Then the probability that he will use his second strategy is 1-r.
We form the equations for E in all the sub games as follows:
Sub game (1)

Equation1: E=5r +8(1-r)=-3r+8

Equation 2: E =-2r +10(1-r)=-12r +10
Sub game (2)

Equation1: E=5r +8(1-r)=-3r+8

Equation2: E=12r +4(1-r)=8r+4
Sub game (3)

Equation1: E=5r +8(1-r)=-3r+8

Equation2: E=6r +5(1-r)=r+5

Sub game (4)
Equation 1: E=-2r +10(1-r)=-12r +10
Equation2: E=12r +4(1-r)=8r+4
Sub game (5)
Equation 1: E=-2r +10(1-r)=-12r +10
Equation2: E=6r +5(1-r)=r+5
Sub game (6)
Equation1: E=12r +4(1-r)=8r+4
Equation2: E=6r +51-r)=r+5
Solve the equations for each 2x2 sub game. Let us tabulate the results for the various sub games. We

have the following:

Sub game R Expected value E
- 2 2
9 3
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2 4 7
11 11
3 3 2
4 4
4 3 2
10 5
5 5 70
13 13
6 1 ES
7 7

Interpretation:

Since player B has only 2 strategies, he cannot make any choice on his strategies. On the other
hand, player A has 4 strategies and so he can retain any 2 strategies and give up the other 2 strategies.
Since the choice is with A, he will try to maximize the payoff to himself. The pay-off to A is the

5 8
maximum in the case of sub game 1. i.e., the sub game with the matrix { 5 10}.

Therefore, player A will retain his strategies 1 and 2 and discard his strategies 3 and 4, in the

long run. In that case, the probability that B will use his first strategy isr = g and the probability that

he will use his second strategy is 1-r = g i.e., Out of atotal of 9 trials, he will use his first strategy two

times and the second strategy seven times.

The value of the game is 2—32 . The positive sign of V shows that the game is favourable to player A.

GRAPHICAL SOLUTION:
Now we consider the graphical method of solution to the given game.

Draw two vertical lines MN and RS. Note that they are parallel to each other. Draw UV
perpendicular to MN aswell as RS. Take U asthe origin on the line MN. Take V asthe origin on the
line RS.

Mark unitson MN and RS with equal scale. The units on the two lines MN and RS are taken asthe
payoff numbers. The payoffsin the first row of the given matrix are taken along the line MN while
the payoffs in the second row are taken along the line RS.

We have to plot the following points: (5, 8), (-2, 10), (12, 4), (6, 5).The points 5, -2, 12, 6 are marked
on MN. The points 8, 10, 4, 5 are marked on RS.
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Join a point on MN with the corresponding point on RS by a straight line. For example, join the
point 5 on MN with the point 8 on RS. We have 4 such straight lines. They represent the 4 moves of the
first player. They intersect in 6 points. Take the uppermost point of intersection of the straight lines. It is
called the Minimax point. With the help of this point, identify the optimal strategies for the first player.
This point corresponds to the points 5 and -2 on MN and 8 and 10 on RS. They correspond to the sub

5
game with the matrix {

8 :
0] The points 5 and -2 on MN correspond to the first and second

strategies of the first player. Therefore, the graphical method implies that the first player will retain his
strategies 1 and 2 and give up his strategies 3 and 4, in the long run.

We graphically solve the sub game with the above matrix. We have to solve the two equations E
=-3r+8and E=-12r + 10. Represent the two equations by two straight lines AB and CD on the

graph sheet. Take the point of intersection of AB and CD as T. For this point, we have r = g and E =

2—32 . Therefore, the value V of the game is 2—32 . We see that the probability that the second player will

[(eJEN

use hisfirst strategy isr = g and the probability that he will use his second strategy is 1-r =
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1 -1 B
-2 -2
-3 -3

7 7 B

-8 -8
9 9 B
10 110 B
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E=-12r+10

E=-3+8 E=-12r+10
p | O] 105 p | 0 1 |05
8 | 5 |65 E (10 | -2 | 4
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